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Fractal Network Model for Contact 
Conductance 
The topography of rough surfaces strongly influences the conduction of heat and 
electricity between two surfaces in contact. Roughness measurements on a variety 
of surfaces have shown that their structure follows a fractal geometry whereby 
similar images of the surface appear under repeated magnification. Such a structure 
is characterized by the fractal dimension D, which lies between 2 and 3 for a surface 
and between 1 and 2 for a surface profile. This paper uses the fractal characterization 
of surface roughness to develop a new network model for analyzing heat conduction 
between two contacting rough surfaces. The analysis yields the simple result that 
the contact conductance h and the real area of contact At are related as h ~ At 
where D is the fractal dimension of the surface profile. Contact mechanics of fractal 
surfaces has shown that At varies with the load F as At ~ F' where y ranges from 
1 to 1.33 depending on the value o/D. This proves that the conductance and load 
are related ash ~ Fr'D/2 and resolves the anomaly in previous investigations, which 
theoretically and experimentally obtained different values for the load exponent. 
The analytical results agreed well with previous experiments although there is a 
tendency for overprediction. 

Introduction 
When a compressive load is applied between two nominally 

flat surfaces, the presence of surface roughness produces im­
perfect contact at their interface. Such an imperfect contact 
is characterized by a large number of contact spots of various 
sizes, spread over the whole contact interface. The degree of 
imperfect contact is measured by both the size distributions 
of these contact spots as well as the actual area of contact, 
which is a fraction of the apparent or nominal surface area. 
The prediction of the degree of contact is of great importance 
to several engineering problems such as thermal and electrical 
contact resistance as well as sealing, friction, wear, and lu­
brication. For surfaces in thermal contact, an imperfect junc­
tion results in a sharp temperature rise across the interface, as 
shown in Fig. 1. Such a temperature jump plays a significant 
role in the thermal performance of composite materials, porous 
insulations, as well as biomedical and aerospace instrumen­
tation (Fletcher, 1988). In microelectronics, several layers of 
materials are used for packaging of electronic devices. Im­
perfect contact between these layers seriously affects the elec­
trical and thermal performance of these devices. 

Previous studies on thermal contact resistance (Tien, 1968; 
Cooper et al., 1969; Mikic, 1974; Yovanovich, 1987) have all 
concluded that the nondimensional conductance in vacuum 
and the load are related as 

HA, (1) 

where a is the standard deviation of the surface height, a' the 
mean surface slope, § is a constant, h is the thermal contact 
conductance, Fis the compressive load between the surfaces, 
if is the hardness of the softer surface, and Aa is the apparent 
area of contact. Although it is clear that surface topography 
is an important element in a contact process, the validity of 
such a relation between conductance and the load is a subject 
of question in this study. The question is raised because it has 
been experimentally observed that the mean slope a' varies 

Contributed by the Heat Transfer Division and presented at the ASME-AIChE 
National Heat Transfer Conference, Philadelphia, Pennsylvania, August 6-9, 
1989. Manuscript received by the Heat Transfer Division May 16, 1990; revision 
received January 12, 1991. Keywords: Conduction, Direct-Contact Heat Trans­
fer, Modeling and Scaling, T" a a ^ IJ ~f"X0] 

with the resolution of the roughness measuring instrument. 
Also, several empirical and theoretical studies have reported 
different values of the load exponent x ranging from 0.85 to 
0.99, as listed in Table 1. This work takes a fundamental look 
at the geometric structure of rough surfaces and explains why 
the mean slope a' cannot be used in such a relation. Instead, 
it proposes a new model to analyze contact resistance that uses 
intrinsic surface properties to obtain a relation that will provide 
physical insight to the origins of the exponent x. 

The structure of a rough surface is usually quite disordered 
and often assumed to be random. Nayak (1971) proposed a 

TEMPERATURE PROFILE 

LOAD HEAT FLOW 

\ 

HEAT FLOW 
LOAD 

Fig. 1 Heat conduction across two rough surfaces in imperfect contact 
produces a temperature jump 

Table 1 Comparison of load exponents of previous investigations 

Reference 

Tien (1968) 
Cooper et al.(1969) 
Thomas and Probert (1970) 
Yovanovich (1987) 

Load exponent 

0.85 
0.99 
0.92 
0.95 
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Fig. 2 Scale dependence of statistical roughness parameters for a 
magnetic tape. Roughness measurements for 0 < 10 were made by 
optical interferometry (Bhushan et al., 1988) whereas for /3 > 10 atomic 
force microscopy was used (Oden et al., 1991) 

statistical characterization of rough surfaces, which used pa­
rameters like variances of the height, slope, and curvature of 
a surface. These parameters are extensively used in models of 
surface contact (Bhushan, 1990). However, later studies have 
indicated that surface topography is a nonstationary random 
phenomenon for which the variance of the height distribution 
is related to the length of the sample (Sayles and Thomas, 
1978) and therefore not unique. Roughness measurements also 
show that the variances of slope and curvature depend strongly 
on the resolution of the roughness-measuring instrument or 
any other form of filter and hence are not unique (Bhushan 
et al., 1988; Bhushan and Blacksman, 1990). This can be ob­
served in Fig. 2 where the statistical parameters rms height and 
slope are plotted against the magnification of a magnetic tape 
surface (Majumdar and Bhushan, 1990a). It is clear that in­
struments with different resolutions yield different values of 

the rms slope for the same surface. Therefore the use of the 
rms slope a' in Eq. (1) is not valid. 

Roughness measurements show that surfaces contain rough­
ness features at several length scales ranging from millimeters 
to nanometers (Majumdar and Bhushan, 1990b). To charac­
terize such a multiscale structure one must use parameters that 
are independent of any length scale. This study introduces a 
new method of characterizing rough surfaces by fractal ge­
ometry. The fractal characteristics of a rough surface are then 
used to develop-a model to predict contact conductance. Before 
discussing the details of this model it is necessary briefly to 
discuss the theory of fractal geometry. 

Fractal Geometry 
Fractal geometry is a mathematical language that describes 

the structural disorder and chaos of a number of objects found 
in nature (Mandelbrot, 1982). Examples of such objects include 
the shapes of coastlines, clouds, and mountains. The unique 
property of these objects is that as one looks closer and closer, 
increasing details of the object keep appearing. These details 
tend to follow the same structural pattern at several length 
scales of observation. It is common to use Euclidean objects 
such as spheres, cubes, flat planes, and smooth curves to de­
scribe such objects approximately and then study the physical 
phenomena relevant to them. However, Euclidean geometry 
relies on integer values of dimension that characterize smooth 
shapes and fails to describe the structural complexity of natural 
objects. On several occasions, however, it is crucial to know 
the structural details of the object at the length scales relevant 
to a physical phenomenon. This is where fractal geometry 
becomes important. 

The following subsections provide a mathematical descrip­
tion of fractal geometry that is relevant to engineering problems 
such as contact conductance. 

Hausdorff Dimension. The length of a line is measured by 
breaking the line into small units of length e and then adding 
the number of units in the form 

L = Ee' (2) 
Similarly the area of surface is measured by breaking up the 

N o m e n c l a t u r e 

a = 
A = 
b = 

d = 

D = 

D, = 

G = 

H = 

I = 

area of a contact island, m 
area, m2; A*-A/Aa 

discretization parameter, 
Eq. (22) 
distance between two con­
tact islands, m 
fractal dimension of surface 
profile or island coastline 
fractal dimension of a rough 
surface 
load on a surface, N; 
F*=F/HAa 

surface characterization pa-

L = 

m = 

M 

Q 

R 

R 

rameter, m, Eq. (10) 
contact conductance, 
WnT 2 K- ' ; h* = ha/\ 
hardness of a material, 
Nm~2; an exponent in Eq. 
(8) 
characteristic length of a 
contact island, m 

S(T) 
X 
(3 
7 

r 
e 
i] 

apparent characteristic 
length of a surface, m 
magnification; or exponent 
defined in Eq. (25) 
number of islands in Eq. 
(18) 
measure of an object 
power of the spectrum, m3 

order associated with the 
size of an island, Eq. (22) 
effective thermal resistance 
for a set of contact spots, 
W-'K 
total thermal resistance, 

structure function, m2 

self-affine function 
magnification 
scaling factor in Eq. (5) 
gamma function 
unit of measurement 
load-exponent for contact 
area-load relation, Eq. (41) 

X = thermal conductivity, 
Wm- 'K" 1 

£ = constant in Eq. (1) 
p = thermal resistance of a sur­

face asperity, W_1K 
a = standard deviation of sur­

face height, m 
a' = standard deviation of sur­

face slope 
r = spatial interval in the lateral 

direction of a surface, m 
\j/ = constant in Eq. (12) 
co = frequency of roughness, 

m _ 1 

Subscripts 
a 
c 

L 
Q 
s 
t 

apparent area 
cavity 
largest island or cavity 
q islands defined in Eq. (22) 
series resistance, Eq. (26) 
total area of contact spots 
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Figure 3a 
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1/m 
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r-. log N 
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log m 
Fig. 4 Recursive construction of the Koch curve of dimension D 
1.26 

Fig 
D = 

Figure 3b 

3 Concept of self-similarity based on Euclidean objects: (a) line, 
1, (fa) square, 0 = 2 

X(t) 

surface into small squares of size e x e and then adding the 
number of units as 

,2 
A = Eei (3) 

It should be noted that in Eqs. (2) and (3) the exponents 1 and 
2 correspond to the dimensions of the objects. The unique 
property of these measures, length and area, is that they are 
independent of the unit of measurement e and in the limit 6 — 0 
these measures remain finite and nonzero. This is apparent in 
Euclidean objects such as a smooth straight line where the 
length is independent of whether a centimeter or a micrometer 
scale is used. The concept of Euclidean measure and dimension 
can be generalized to the form 

M=ZeD (4) 
where Mis the measure and D is a real number. The exponent 
D is the dimensions of an object if it makes the measure M 
independent of the unit of measurement e in the limit of e —0. 
This is a simple definition of the Hausdorff dimension whereas 
a more rigorous one can be found in Mandelbrot (1982). Con­
trary to common understanding, this generalization allows the 
dimension of an object to take noninteger values. 

Self-Similarity. Consider a one-dimensional line of unit 
length as shown in Fig. 3(a). Each segment of the line, of size 
l/m, is similar to the whole line and needs a magnification of 
m to be an exact replica of the whole line. Since the length of 
the line remains independent of l/m, it follows that the number 
of units is N ~ m. Now consider a square in Fig. 3(b), which 
has a side of unit length. Each small square of side l/m is 
similar to the whole square and needs a magnification of m 
to be an exact replica of the whole square. However, the num­
ber of small squares in the whole is N ~ m2. In general, for 
an object of dimension, D, it follows from the above argument 
that 

N~mD (5) 

Hence the dimension of the object can be obtained as 

» ^ (6) 
log m 

This definition of dimension, which is based on the self-sim­
ilarity of an object, is called the similarity dimension (Man­
delbrot, 1982). 

To perceive what an object of a noninteger dimension looks 

^,;r%\'( "y\±i\fvAA 

Fig. 5 Qualitative description of self-affinity of a function x(t) 

like, follow the recursive construction in Fig. 4, which yields 
the Koch curve of dimension 1.26. The first step in this con­
struction breaks a straight line into three parts and replaces 
the middle portion by two segments of equal length. In the 
subsequent stages each straight segment is broken into three 
parts and the middle portion of each segment is replaced by 
two parts. If this recursion is done infinite times then the Koch 
curve is obtained. The mathematical properties of this curve 
are that, firstly, it is continuous but not differentiable any­
where. This is because if the curve is repeatedly magnified, 
more and more details of the curve keep appearing. This implies 
that a tangent cannot be drawn at any point and therefore the 
curve cannot be differentiated. Secondly, the curve is exactly 
self-similar because if a small portion of the curve is appro­
priately magnified, it will be an exact replica of the whole Koch 
curve. Thirdly, although the curve contains roughness at a 
large number of scales the dimension of the curve remains 
constant at all scales. 

Self-Affinity. The definition of self-similarity is based on 
the property of equal magnification in all directions as de­
scribed in Fig. 3(b). However, there are many objects in nature 
that have unequal scaling in different directions. For example, 
consider the function X(t), which represents the x location of 
a particle in Brownian motion as a function of time, /, as 
shown in Fig. 5. If this curve is repeatedly magnified, more 
and more details keep appearing, which suggests that it is in 
some sense similar to the Koch curve. However, since the time 
t and the location X are two different physical entities, they 
usually scale differently. Therefore the function X(t) is not 
self-similar but self-affine. A simple mathematical definition 
states that if the point (x, z) is scaled as (yix, 72Z) by unequal 
scaling factors (ylt 72), such that the probability distributions 
of (x, z) and (7^, 72Z) are congruent, then (7!, 72) is an affine 
transformation and (x, z) is self-affine. A more rigorous def­
inition is available from Mandelbrot (1982). This concept can 
be quantitatively shown by the statistics of the Brownian func­
tion, which follows the relation (Mandelbrot, 1985) 
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X{yt) = y*X{f) assuming *(0) = 0 (7) 

where X is the probability distribution of X. Equation (7) 
shows that if time t scales by 7 then the position X scales by 
y,/2. Since the time and the position scale differently, the 
Brownian function X(t) is statistically self-affine. 

The statistics of Brownian motion can be generalized to a 
whole class of functions called fractional Brownian motion or 
fBm (Mandelbrot and van Ness, 1968). The statistics of fBm 
follow the relation 

S(T) = ({X(t + T)-X(t))2)~\T\7 
(8) 

where S(T) is called the structure function and < > implies tem­
poral average. For fBm the value of H can vary between 0 
and 1. Brownian motion is a special case of this function when 
H= 1/2. The fractal dimension of self-affine fractals cannot 
be obtained from Eq. (6), which is valid only for self-similar 
fractals (Mandelbrot, 1985, 1986). Voss (1985) showed that 
the dimension of a self-affine function is related to the pa­
rameter HasD = E + 1 — H where E is equal to the number 
of arguments of the function X. In the above example since t 
is the only argument of X, the dimension of the function is D 
= 2 - H. 

With this mathematical background of fractal geometry, a 
scale-invariant characterization of rough surfaces is now pre­
sented. 

0.04 0.06 0.0 

0.04 0.06 0.08 

0.04 0.06 0.OS 

D-2.0; G = 0.05 

l- i#Ai**N*^VV/W*V''W*SV^ 

Fractal Characterization of Rough Surfaces 
Roughness measurements by instruments at different reso­

lutions have shown that when a surface profile z(x) is re­
peatedly magnified, more and more roughness keeps appearing, 
as shown in Fig. 5 (Thomas, 1982; Majumdar, 1989; Bhushan 
and Blackman, 1990; Majumdar and Bhushan, 1991). Unless 
artificially textured the roughness appears disordered and ran­
dom. Due to the multiscale nature of surface roughness as 
evident in Fig. 5, a profile z(x) can be considered to be com­
posed of a superposition of waves of all wavelengths and ran­
dom phases. To characterize such a profile it is necessary to 
determine the amplitude of the roughness at each wavelength. 
This is typically obtained by finding the power spectrum of 
the profile by the relation 

where P(u>) is the power of a wave of frequency u. Here fre­
quency is the reciprocal of the wavelength and has units of 
inverse length. The integral in Eq. (9) is the Fourier transform 
of z(x), which provides the amplitude of waves of frequency 
w whereas P is the square of the amplitude. 

Consider an isotropic and homogeneous rough surface of 
dimension Ds. The property of isotropy relates to the invariance 
of the probability distribution under the rotation of the co­
ordinate axes and reflection on any plane. The homogeneity 
of a surface implies that the probability distribution of the 
heights is independent of the location on the surface. The 
profile, z{x), of such a surface along a straight line and in any 
arbitrary direction is of dimension D = Ds-l (Mandelbrot, 
1986) and is a statistically valid representation of the surface. 
Such a profile is typically obtained by stylus measurements or 
by optical techniques. 

In all generality, the scaling in the z direction will not be 
the same as in the x direction, implying that the function z(x) 
is self-affine. For a self-affine fractal profile z(x), the power 
spectrum follows the relation (Majumdar and Tien, 1990; Ma­
jumdar and Bhushan, 1990a; Voss, 1988) 

QKP-» 

0) 

The structure function S(T) can be found as (Berry, 1978) 

X (arbitrary units) 

Fig. 6 Comparison of simulated iraclal profiles of different values of 
D and G 

S(T) = ((Z(X+T)-Z(X))2) 

= f P(co)(e/o,T-l)d<1) = i//G2(B-1)T(4""2£,) (11) 

where \j/ is a constant 

r(2Z?-3)sin((2D-3)ir/2) 
* = 

2-D 
(12) 

Comparison of Eq. (11) with Eq. (7) shows that S(r) satisfies 
the criterion of an fBm of dimension D. 

The fractal nature of a real surface profile can be verified 
either by finding its power spectrum and then comparing with 
Eq. (10) or calculating its structure function and comparing it 
with Eq. (11). Before doing so, however, it is instructive to 
understand the interpretation of the parameters D and G that 
characterize the spectrum and the structure function. Figure 
6 shows four fractal profiles that were generated artificially 
by the Weierstrass-Mandelbrot function (Voss, 1988; Majum­
dar and Tien, 1990; Majumdar and Bhushan, 1990a). The first 
profile shows that when D = 1, the profile is smooth, sug­
gesting that the low-frequency components are dominant in 
amplitude. As D is increased, the high-frequency components 
become comparable in amplitude with the low-frequency ones. 
Comparison of the third and the fourth profiles shows that as 
G is reduced, the amplitude of roughness is reduced over all 
frequencies. Note that the vertical scale of the first profile is 
less than other profiles, suggesting that when D is increased, 
the amplitude is also increased. 

It is important to note that the two parameters G and D 
that characterize the spectrum are independent of 01 and there­
fore scale independent. This is in contrast with conventional 
methods of roughness characterization by rms height a and 
slope a'. Once the power spectrum is known, these parameters 
can be derived by taking different moments of the spectrum. 
For the spectrum of Eq. (10) they are 
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, (2D-2) co<2D-2)) 

(14) 

Equations (13) and (14) provide the variances of the height 
and the slope, respectively, between the frequencies co/ and co/,. 
For roughness measurements by stylus profilometry, for ex­
ample, the low-frequency limit, co/, corresponds to the length 
of the sample whereas the high-frequency limit, co/,, corre­
sponds to the Nyquist frequency, which is related to the res­
olution of the instrument. Equations (13) and (14) shows that 
these statistical parameters are functions of the two length 
scales and their dependence involves the fractal dimension of 
the surface. 

If the dimension of the surface profile is chosen to be the 
limiting case of D = 2, the spectrum behaves as P (co) ~ 1/ 
co. If it is assumed that co/, » co/ then the rms height varies as 
ln(co/,/co/) and the rms slope varies as co/,. Now if the surface 
profile is magnified by a length-scaling factor /3> 1, it trans­
forms co; and co/, to |3co, and |3co/,, respectively. Therefore, one 
would predict that the rms height would remain constant and 
the rms slope would increase as /3. Figure 2 shows such trends 
for the rms height and rms slope for a magnetic tape surface 
(Majumdar and Bhushan, 1990a). The data for 1 </3< 10 
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Fig. 7 Structure function of machined stainless steel surfaces. The 
numbers associated with each machining process correspond to aver­
age roughness (/>in-) of the surface as specified for General Electric 
Roughness Specimen (Cat. No. 8651831G1). 

were obtained by roughness measurements using optical 
interferometry (Bhushan et al., 1988) whereas for 10 < /3 < 
4000, atomic force microscopy was used (Oden et al., 1991). 

The evidence of self-affinity of several machined stainless 
steel surfaces is shown in Fig. 7. The roughness was measured 
by stylus profilometry and is well described by Majumdar and 
Tien (1990). The nearly straight-line behavior of the structure 
function on a log-log plot suggests that the power-law behavior 
of Eq. (11) is satisfied. The slope of the straight line gives the 
dimension D whereas the intercept provides G. The straight 
line S(T)~T{ corresponds to a Brownian profile of D = 1.5. 
The data in Fig. 7 indicate that at small scales all the surfaces 
profiles are nearly Brownian, whereas at larger scales they are 
non-Brownian. Comparison of S(T) for Lapped-4 and Lapped-
8 surfaces suggests that for length scales below 30 (im the 
roughness is the same whereas for larger scales, the amplitude 
of the Lapped-4 profile is much smaller than that of Lapped-
8. This explains the apparent smoothness of the surface. Com­
parison of Lapped-8 and Ground-8 shows similar roughness 
behavior. The Ground-16 and Shape-Turned-32 profiles have 
a higher value of G suggesting that the roughness amplitudes 
are higher. However, since the slopes of S(T) for Lapped-8, 
Ground-8, Ground-16, and Shape-Turned-32 are nearly the 
same, the dimensions of these surfaces are equal. Therefore, 
the relative amplitude of roughness at different scales will be 
the same. 

Previous studies (Majumdar and Tien, 1990; Majumdar and 
Bhushan, 1990a) have shown that surface roughness can be 
deterministically simulated by the Weierstrass-Mandelbrot 
function, given as 

z(x)=G (D-\) s COS2TT7"A: 

(2-D)« i \<D<2; 7 > 1 (15) 

Here, the frequency modes are co = 7n. The W-N function is 
self-affine and satisfies all the requirements of an fBm. The 
function suggests that for a lateral length scale /= 1/co the 
amplitude of the roughness varies as 

z(l)=GiD-l¥2-D) (16) 

Equation (16) is important to this study since it provides a 
relation between vertical and the lateral scales of a rough sur­
face. 

Size Distribution of Contact Spots 
Consider a rough surface z(x, y) of dimension Ds for which 

its mean plane is defined by the average of the height distri­
bution. The size distribution of contact spots for such a surface 
can be obtained by looking at the horizontal cross sections of 
the surface at various heights above the mean plane. The series 

w 

t~_4 

) z=0.75o z=1.5<r 

Fig. 8 Cross sections of a simulated rough surface of dimension D = 
2.5 at different heights above the mean plane (Majumdar and Bhushan, 
1990a) 
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of such cross sections of a simulated rough surface of dimen­
sion D = 2.5 (Majumdar and Tien, 1990), shown in Fig. 8, 
indicates that each section consists of a large number of 
"islands" of different sizes. Mandelbrot (1975, 1982), while 
studying the geomorphology of the earth, showed that the total 
number of islands of areas greater than a particular area, a, 
follows the power law N(A >a)~a~B where B = D/2 and D 
= Ds - 1. The equality in this equation can be invoked by 
using aL to be the area of the largest island to yield 

N(A>a) = afa~ (17) 

which implies that there is only one largest island. From Eq. 
(17), the frequency distribution of islands of area lying between 
a and a + da can be obtained as follows 

n(a)=-^=BaB
La^B+l) 

da 
(18) 

The total area of all the islands, A,, can now be found to be 

C"L B D 
A,= \ n(a)ada = j^aL = j—jpL (19) i,= \ / i (a) 

The size distribution of Eq. (17) is for an unloaded surface. 
It is assumed in this study that the distribution remains un­
changed upon loading. Although this is not valid for plastic 
deformation, it is a first approximation to the real distribution. 
Majumdar and Bhushan (1990) have recently shown that 
smaller spots are more likely to be in plastic deformation, and 
larger spots, which are dominant in heat conduction, are in 
elastic deformation. Moreover, repeated loading and unload­
ing encountered in several engineering applications will tend 
to make the surface harder, thus promoting elastic deforma­
tion. Therefore, for analysis of thermal contact conductance, 
one can argue that the assumption of an unloaded size distri­
bution is reasonable. 

It is interesting to note that power laws, similar to that of 
Eq. (17), have been observed for nucleation sites during pool 
boiling (Lorenz et al., 1974). This behavior can possibly be 
explained by recognizing the fact that for horizontal sections 
below the mean plane, the distribution of "lakes" formed by 
the mouths of the cavities will follow the same power law as 
in Eq. (17). It will be shown later that the average distance 
between two neighboring islands, of a particular area a, is 
crucial for the prediction of contact resistance. This distance 
is related to the cavities existing at the plane of cross section. 
Imagine the fraction of the apparent area that is not occupied 
by the contact spots to be divided into cavities, the charac­
teristic length of which is decided by the distance between the 
asperities. Since these cavities can be visualized as inverted 
asperities, the size distribution follows as 

Nc(Ac>ac)=aD
L'c'

la-Dn 

where 

D 
2-D aLc 

D 
2-D aL 

(20«) 

(206) 

The size distribution of contact spots and cavities can now be 
used to introduce a network model to predict the contact re­
sistance between two rough surfaces. 

Network Model 
The contact between two rough surfaces can be modeled by 

an equivalent surface contacting a smooth plane (see Appen­
dix). Such a contact process produces a large number of contact 
spots, whose size distribution follows Eq. (17). Each contact 
spot imposes a certain resistance to the flow of heat across the 
surface. This resistance is composed of a series of resistances 
due to small asperities stacked on bigger asperities in a self-
similar fashion. However, since all the spots co-exist at the 
contact plane, these series of resistances act in parallel. Since 

in the limit of an infinitesimal area, the number of islands 
become infinite, the flow of heat follows an infinite and ex­
tremely complex network of resistances. The complexity of 
such a network can, however, be reduced by using the self-
similarity of the geometry of rough surfaces. The model in­
troduced now uses the feature of self-similarity to reconstruct 
the network of resistances by repeatedly adding a simple group 
of resistances infinite times in a self-similar pattern. 

The basic element of either a series or a parallel network is 
the resistance of a single asperity. For the sake of simplicity 
consider an asperity to be a parallelopiped. As suggested 
in Eq. (16) the height z of an asperity of length / = l / w is 
G<£>~1)/<2~£l>.The resistance, p, of a single asperity is 

A/2 

C 

"lD (21) 

where X is the effective conductivity of the two surfaces in 
series and C = G{D~l)/\. 

The characteristic lateral length / of an asperity is chosen 
such that its base area follows a = /2. From Eq. (21) it can be 
concluded that the conductance h~\/p varies as h~lD or 
h~aD/1. This power-law relation between the conductance h 
and area a is the essence of the fractal model and is the key 
to explain the experimentally observed behavior in Eq. (1). 

Discretization of the Size-Distribution. The network model 
is developed by discretizing the size-distribution of Eq. (17) in 
the following way. An island of characteristic length lq and 
area aq = lqis defined to be a o-island and satisfies the relations 

= p j a n d / ? = - (22) 

Here, Aa = L2 is the apparent area of the surface and 6 is a 
real number greater than unity. The values of q range from 
qL < q < oo, where qL corresponds to the largest island aL 

such that aL = Aa/b
lqL. Therefore qL satisfies the relation 

log 

QLZ 

log(Aa/aL) 

D 

{2-D)Af 
(23) 

21og6 21og6 

Following Eq. (21), the resistance of a <?-island is 

pq = CbqD/LD (24) 

The network model is based on finding an effective resistance 
of the set of all the ^-islands, and then constructing a network 
of effective resistances for different values of q. 

Effective Resistance of (/-Islands. For a particular value 
of q, consider the set of all the ^-islands co-existing on the 
contact plane, which form a parallel path for the heat flow. 
Each strand of this parallel network consists of a series of 
resistances that arise from each ^-island stacked on a series of 
asperities. The series-parallel network of neighboring ^-islands 
is shown in Fig. 9. Since the number of g-islands can be de­
termined from the size distribution, the only unknown quantity 
is the number of series resistances in each strand of the parallel 
network. The number of asperities in series depends on the 
depth below the contact plane where each strand is joined in 
parallel with other strands. If two contact spots are separated 
by a distance, /, then the depth of the cavity between them 
follows Eq. (16). One now needs to determine the average 
distance between ^-islands, which can be obtained by the size 
distribution of cavities in Eq. (20a). 

The size distributions of Eqs. (17) and (20a) are uniquely 
determined by the area of the largest island or cavity, which 
are related through Eq. (206). Since the number of both the 
largest island and the largest cavity is unity, the relation be­
tween the two size distributions lies in the equality, N(A > a) 
= Nc (Ac>ac). Using Eq. (206) with this equality, the average 
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Fig. 9 Series-parallel resistance network for two neighboring ^.islands 

length of the cavity, lcq = a%, between neighboring ^-islands 
can be reduced 

'/i / . . * \ 'A 

lm b„ 
D 

2-D 
l-A' 

A*, 
(25) 

Equation (25) shows that for small contact islands, that is for 
large values of q, the cavity sizes or the distance between the 
^-islands is small. Moreover, if the total contact area increases, 
the distance between islands is reduced as expected. The dis­
tance dq between two ij-islands is the sum of lq and lcq and is 
determined by the value of mq that satisfies the relation dq = 
L/b mi. Using Eq. (25), mq can be determined to be 

''D(l-A*,) 
log 1 + 

(2-D)A* 
-q~- \ogb 

(26) 

Here the exponent of mq corresponds to the base of the two 
neighboring asperities in Fig. 9. Thus, the difference, q -
(mq +1), is the number of resistances in series in each strand 
of the parallel network. Using the expressions for lq and pq, 
the total series resistance psq in each strand is 

P«=C S 1D=7D[ nr-i ) (27) 
i=m„+l ir LL i 

The number of strands of order q is obtained from the size 
distribution of the q islands and is given by 

n(aq)=N(A>aq)-N(A>:aq^)=b{'1-^)D ( \ F H (28) 

Therefore, the effective resistance Rq, which represents the 
total series-parallel network for the whole set of q islands, can 
be determined by dividing the total series resistance of each 
strand psq by the number of parallel strands as given in Eq. 
(28). The expression for Rq follows as 

CbqLDf bD w 

Rq=- LD \bD-l (l-b (m -q)D (29) 

It is interesting to note that since the difference q - mq is a 

SURFACE 1 
-^ ®~ 

Fig. 10 Basic group of resistances (a) is repeatedly added to form a 
complete resistance network (b) 

function of only the fractal dimension and the total contact 
area, the effective resistance Rq is independent of the size of 
the islands and can be called R. The reason for such an in­
dependence can be explained by a scaling argument. The re­
sistance of a ^-island is pq~aq

Dn. The number of these q-
islands conducting heat in parallel on the contact interface is 
n (aq) ~ aq

Dn. Therefore, the effective resistance R 
is independent of aq. 

rq/n 

Tree Network. It has been established that the series re­
sistance of each ^-island strand joins to form a parallel network 
at a depth corresponding to mq. Below this depth the effective 
resistance R joins a network of resistances formed by islands 
of other values of q. For a particular contact area A * and a 
fractal dimension, the difference mq-mq^x is unity. This im­
plies that the effective resistance Rq-\ joins the network at a 
depth lower than that of Rq. Therefore, between respective 
junctions of Rq and Rq-\ there must be a resistance in series. 
This resistance, which is the base in Fig. 9. 

series with Rq and parallel with Rq_ x 

resistance of ̂ -island strands, one must find the effective re 
sistance of pm to be in series with Rq. The number of resistances 

' used to find Rq was n(aq) and therefore the effective resistance 
of pm can be found similarly as 

is pm and is in 

Since Rq is the effective 

Cb"LD 

p = 
n(aq) • & ) ' 

Ama-q)D (30) 

Equation (30) shows that analogous to R, p is also independent 
of the island sizes. 

The combination of p and R can be used to construct a basic 
group of resistances as shown in Fig. 10(a). This group of 
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resistances can be recursively added to form an infinite network 
of resistances, for values of qL < q < °° and mqL < mq < 
oo. This constitutes the complete network for resistance during 
a contact process, as shown in Fig. 10(6). The treelike structure 
of this network indicates that when heat flows from the lower 
surface to the upper, the path branches at each stage and in 
the limit, forms an infinite number of resistive elements. 

The total resistance, R, which arises from the series-parallel 
combination of resistances, can be computed from 

1 1 1 

P + 
1 

P + 

This reduces to the simple form 

R(p + r) 
R = 

R + p + r 

where r is given by 

R(p + r) 
R + p + r 

(31) 

(32) 

(33) 

It is clear from Eqs. (32) and (33) that the resistances can be 
computed by a recursive algorithm. Solving for r Eq. (33) and 
substituting into Eq. (32), the total resistance is obtained to 
be 

R{\+\l\+4(R/p)] 
R = - = Rf(R/p) 

2{R/p) + [1 + y/l+4(R/p)] 

The ratio R/p follows from Eqs. (29) and (30) as 

R I bD 

P \bD-\ 

Assuming bD » 1, this reduces to 

R_ D(l-A*t) 

P \(2-D)A; 

(34) 

(35) 

(36) 

In terms of the real area of contact, the resistance R can be 
written as 

£1/2 

R ^ 
D 

LP \(2-D)A1 
1 

1 

1 + 
D(\-A*t) 
(2-D)A*t 

<A (37) 

Usually it is found that the real area of contact is less than 10 
percent of the apparent area. In such a case, Eq. (37) can be 
approximated to be 

R ^ n 

D 
LP \(2-D)A*t 

Therefore the total resistance R can now be written as 
D/2 

R 
f(R/p)C D 

(2-D)A? 

(38) 

(39) 

Equation (39) shows that as the area of contact increases 
the total resistance to the flow of heat decreases as expected. 
The nondimensional contact conductance can be defined as 
h* = a/(KAa R), where the standard deviation a of the surface 
is used as the characteristic length scale. It should be noted 
that the variance of the equivalent surface is the sum of the 
variances of each surface. The variance can be obtained by 

integrating the power spectrum between the limits \/L and 
infinity to yield the following: 

Q(D-1)L(2-D) 

< y = — ) (40) 

Using Eq. (40) the nondimensional contact conductance can 
be found to be 

h*-= 
f(R/p) V4-2Z) \ D 

(2-D)A*\-1 
(41) 

Results and Discussion 
The fractal network model of contact resistances uses a 

deterministic approach to analyze the random phenomenon of 
contact conductance. The use of self-similarity in such an ap­
proach considerably reduces the complexity of the problem 
and yields the simple and powerful result of Eq. (41). 

To obtain the conductance as a function of load F, it is 
necessary to establish a relation between the real area of contact 
A, and F. Majumdar and Bhushan (1990b) recently developed 
a model of elastic-plastic contact between two fractal surfaces. 
The analysis showed that the area-load relation follows a power 
law as 

A^-F*" (42) 

The area-load exponent -q varies between 1 and 1.33 for the 
following conditions: (a) When D = 1 the deformation is likely 
to be plastic and so ij = 1; (b) when D = 1.5, the deformation 
is elastic and then ij = 1.33; (c) when D = 2, the deformation 
is plastic and 17 = 1. It is clear that there is a reversal behavior 
in 7) as the dimension is increased. The conductance-load re­
lation follows from this as 

h* __/r*i /D2 
(43) 

Equation (43) shows the origins of the exponent x in Eq. (1). 
It is necessary now to determine the reason for the con­

ductance-area exponent to be D/2. Equation (21) indicates that 
the resistance of the basic element of the network is p~rD. 
In terms of the area of the resistive element the conductance 
is therefore ft ~ cPn. Since the basic element is linearly added 
to form the complete network of resistances, the exponent in 
Eq. (41) is therefore D/2. This result is independent of network 
model proposed in this study, and depends only on the fractal 
characterization of the surface profiles. 

It should be noted that as the dimension of the surface 
increases the contact conductance decreases. The reason for 
this lies in relation between At and aL of Eq. (19). For a given 
area of contact, the area of the largest island decreases as the 
dimension of the surface is increased. The largest island of 
area aL fully determines the size distribution of islands as shown 
in Eq. (17). Therefore, as the dimension is increased, the sizes 
of all the islands decrease. Since smaller islands impose greater 
resistance to heat flow, an increase in dimension results in 
lower conductance. 

Previous studies have indicated that the load-exponent usu­
ally lies between 0.85 and 0.99 as shown in Table 1. Since the 
relation between the fractal dimension and the load exponent 
has been established, it is now possible to explain why this 
exponent lies between 0.85 and 0.99. Figure 7 shows that when 
surfaces are ground, the fractal dimension D is close to 1.5. 
ForD = 1.5 the value of ij = 1.33. Therefore, the conductance-
load exponent t\D/2 is equal to unity. As the value of D is 
increased toward 2, the value of i\ decreases toward 1, thus 
maintaining the product 77 D/2 to be close to or slightly less 
than unity. The lower limit of i\D/2 occurs when both D and 
17 go to unity and then t\D/'2 = 0.5. 

Figure 11 shows a comparison of the present analysis with 
some experimental results obtained from previous studies. For 
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Nondimensional Load, F* 

Fig. 11 Comparison of network model with previous experimental data: 
t from Tien (1968); * from Yovanovich (1987) 

lack of surface material properties such as hardness and elastic 
modulus, an assumption of purely plastic deformation cor­
responding to rj = 1 has been made. The data of Fried and 
Atkins (1964) were obtained for SS304 stainless steel specimens 
of size 5.08 cm x 7.62 cm and of standard deviation a = 1.56 
jiim. Tien (1968) showed that these data could be correlated 
with a load exponent of 0.85, which corresponds to D = 1.7. 
However, this value of the dimension in Eq. (32) overpredicted 
the data that span the predictions corresponding to dimensions 
between 1.9 and 1.99. Although the agreement was better with 
the data of Mikic and Rohsenow (1966), the present theory 
still seemed to overpredict. Hegazy (1985) obtained data for 
specimens of nickel Ni200 (solid triangles) with a standard 
deviation of a = 8.48 (im and used a load-exponent of 0.95 
to correlate his data. The data were in excellent agreement 
with the predictions for D = 1.95 instead of 1.9. Hegazy (1985) 
also obtained experimental data for stainless steel 304 speci­
mens (open circles) of a = 6.29 /xm, which are in excellent 
agreement with the predictions for D = 1.99. In general, al­
though the theory is in reasonable agreement with experiments, 
it tends to overpredict. It is now necessary to explore the 
reasons for this overprediction. 

It should be noted firstly that the present theory deals with 
isotropic surfaces. Machining processes such as grinding pro­
duce anisotropic roughness for which the values of the char­
acterization parameters D and G will vary with direction in 
the (x, y) plane. Comparison with theory and experiments 
therefore may not be reasonable. However, it can be argued 
that a comparison will yield equivalent values of D and G that 
will lie between their corresponding maximum and minimum 
values for an anisotropic surface. 

As shown earlier, the variance or the mean slope of a surface, 
which are provided by previous studies, cannot uniquely char­
acterize the spectra of rough surfaces. Since none of these 
investigations provided information about the spectra of the 
surfaces, it is difficult to verify the relation between the di­
mension of those surfaces and the contact conductance. Al­
though the present results match the experiments well, a 
complete verification would require information on both the 
spectrum and the contact conductance of the surface in ad­
dition to the actual hardness of the surface. Currently, ex­
periments are being performed to check the validity of the 
network model. Nevertheless, a functional relationship be­
tween the conductance, load, and the fractal dimension has 
been established in this study. 

Previous experimental studies have all indicated that in ad­
dition to the variation of the load exponent, the actual (di­

mensional) contact conductance may vary considerably even 
for specimens of the same material. This variation was gen­
erally attributed to the variation in mean slope, which was 
then used to nondimensionalize the conductance and collapse 
the data into one power law. Earlier in this paper, it was shown 
that mean slope is an instrument-dependent parameter and 
cannot be responsible for variation in contact conductance 
data. This suggests that other material or topographical prop­
erties of rough surfaces produce uncertainty in the experi­
mental data. In particular, if a surface work hardens during 
surface machining or the contact process, the actual hardness 
of the surface is greater than the bulk value. This tends to 
promote elastic deformation and increase the exponent r; in 
Eq. (42). The present model also neglects the presence of any 
oxide film on the surface. Unless carefully prepared, such films 
are always present on the surface and can impose considerable 
resistance to heat flow. For thermal contact conductance, one 
also needs to include the effect of phonon transmission through 
thin films. A source of overprediction in this model is that the 
resistance to lateral heat flow is assumed to be zero. The present 
study introduces a framework for predicting contact con­
ductance in which the lateral heat flow resistance can be in­
cluded in the future. 

Conclusions 
The fractal nature of rough surfaces suggests that statistical 

parameters like the mean slope or the standard deviation of 
the height are not unique for a surface. Instead, they depend 
strongly on the roughness measuring instrument or the length 
of the sample, respectively. This is mathematically proved in 
this study and experimentally shown for over three decades of 
length scales for a magnetic tape surface. Therefore, the use 
of the mean slope to correlate contact conductance data will 
lead to ambiguity. 

This work introduces a new fractal model to predict contact 
resistance as a function of the load on the surfaces. During a 
contact process a large number of contact spots are created at 
the contact plane. These spots form an infinite and complex 
network of resistances. The complexity of this network is largely 
reduced by using the self-similarity of rough surfaces, which 
allows the addition of a simple group of resistances to build 
an infinite network. The analysis of this network yields the 
sample and powerful result that the conductance is related to 
the load by a power law where the load exponent is a function 
of the fractal dimension of the surface profile. Results of this 
model agree well with experimental data of previous studies, 
although the theory tends to overpredict the data. 
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A P P E N D I X 

The contact between two rough surfaces can be modeled 

(A3) 

Since the two surfaces are statistically uncorrelated, the cross-
product term < 2 ( Z , ( * + T ) - Z\(X)){Z2(X+T) - z2(x))) goes 
to zero. The equation then becomes 

S(T) = <(zl(x + T)-zdx))2+(z2(x+T)-z2(x))2> (A4) 

which reduces to 

S(r )=S, ( r )+S 2 ( r ) (A5) 

Therefore the structure function of the equivalent surface is 
the sum of the structure functions of the individual surfaces. 

Since the power spectrum P(o>) is related to the surface 
function S(T) as 

(A6) S(T) = P(co) ( e x p ( - i W ) - 1) du 

it is evident that the power spectrum of the equivalent surface 
is the sum of the power spectra of the individual surfaces, Pu 
= P[(o>) + P2(u>). For the contact between a rough surface 
and a flat plane one must derive the value of the dimension 
D and the scaling constant G from the spectrum or the structure 
function of the equivalent surface. 
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Thermal Coupling in Laminar Flow 
Double-Pipe Heat Exchangers 
Thermal interaction between the streams of laminar flow double-pipe heat exchangers 
is investigated theoretically by accounting for axial conduction along the wall sep­
arating the fluids. In a countercurrent arrangement, thermal coupling is demon­
strated to have a definite influence on all the more important heat transfer parameters, 
such as the wall temperature, the heat flux density, the local entropy production 
rate, and the Nusselt number distributions. The overall performance of the device 
is considered under a second law point of view, and a complete parametric study 
is carried out. 

1 Introduction 
Parallel plate and double pipe heat exchangers find current 

application in industrial processes for energy conversion. The 
need for accurate sizing of the equipment and its thermody­
namic optimization increases when the temperature difference 
between the fluids decreases and becomes paramount when a 
very high efficiency is demanded. 

A basic unit essentially consists of two flow passages sep­
arated by a conducting wall. Through this, the two heat carriers 
thermally interact, flowing either concurrently or countercur-
rently. A double-pipe device can therefore be schematized into 
a couple of concentric tubes, the inner one providing the heat 
transfer surfaces. 

As discussed in classical thermal engineering textbooks (Kays 
and London, 1984; Kakac et al., 1981; Spalding, 1984), two 
essential assumptions are customarily made in the design of 
heat exchangers: (/) The film coefficients are considered to be 
insensitive to the longitudinal distribution of both the heat flux 
and the surface temperature; and (ii) they are taken to be 
uniform, irrespective of the heat exchanger length. There is 
substantial evidence (Stein, 1966a) that based upon the above 
assumptions, the sizing of the heat transfer surfaces is satis­
factory for turbulent flow conditions. The local heat transfer 
rate is scarcely influenced by the thermal boundary conditions 
in those cases, and the thermal inlet region usually covers a 
small part of the heat transfer length. When dealing with lam­
inar flow conditions, however the thermal inlet length can often 
be of the same order of magnitude as the heat exchanger length. 
Film coefficients are by no means uniform and also become 
very sensitive to the thermal boundary condition. Since the 
two streams are thermally coupled by the conducting wall, the 
boundary condition for each of them is not defined a priori. 
It is instead dependent on the geometry and the thermal prop­
erties of the wall, other than the operating conditions of the 
device. The problem is made even more complex when axial 
conduction along the wall is taken into account. Axial wall 
conduction affects both the distributions of the heat transfer 
coefficients and the overall thermal performance of the device. 

In this paper, the effects of thermal coupling in double-pipe 
heat exchangers are dealt with. Heat conduction along the wall 
is accounted for in the analysis and its influence on heat ex­
changer effectiveness and entropy production is discussed. 

2 Literature Survey 
The earliest investigations on double current laminar heat 

exchangers are due to Stein (1964,1965a, 1965b) who presented 
an analytical solution for concurrent flow. The mathematical 
aspects associated with countercurrent flow were first discussed 
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by Nunge and Gill (1965). They also presented extensive results 
for double-pipe heat exchangers (Nunge and Gill, 1966). The 
approach was based upon the reduction of the primitive dou­
ble-region problem into a couple of one-region Sturm-Liou-
ville problems. Coupling conditions had to be matched at the 
common boundary, and an equivalent of the orthogonality 
condition devised over both regions. This constitutes a major 
difficulty in orthogonal expansion solutions and the accuracy 
of the procedure used by Nunge and Gill has actually been 
questioned (see Stein, 1966b, and Blanco et al., 1968, for 
discussion). Stein (1966a, 1966c) presented a generalization of 
the method for both concurrent and countercurrent flow. The 
method was extended by Blanco and Gill (1967) to the case of 
slug flow rather than fully developed laminar flow, while the 
effects of axial conduction in the fluids were considered by 
Nunge et al. (1967). The superposition of known solutions in 
the form of the Duhamel theorem was applied to the concurrent 
case by Gill et al. (1968). An alternative approach is based on 
the expression of the temperature field in each stream in terms 
of unknown functions of the heat flux across the walls, thus 
creating a system of cross-linked integral equations to be solved 
numerically. This was adopted by Bentwich (1970, 1973) to 
deal with two-stream and multistream parallel-flow heat ex­
changers. An original general methodology for conjugated 
problems was presented by Papoutsakis and Ramkrishna 
(1981). The energy equation was decomposed into a system of 
first-order differential equations, which again gave a Sturm-
Liouville problem. Sample temperature distributions in con­
current and countercurrent heat exchangers were presented on 
account of axial heat conduction in the two streams. An ef­
ficient algorithm for solving two Sturm-Liouville equations 
coupled at a common boundary was given by Mikhailov (1972, 
1973a). The analytical solution was based upon a finite integral 
transform and applies to a wide class of conjugated boundary 
value problems. A specialized version of the method for con­
jugated Graetz problems was formulated by Mikhailov (1973b, 
1983) and illustrative examples were presented by Mikhailov 
and Shishedjiev (1976), among which the case of concurrent 
double pipe heat exchanger was treated. The same problem 
has recently been treated by Cotta and Ozisik (1986) using a 
more refined version of the same method. Finally, a fully 

• numerical solution for developing flow in countercurrent dou­
ble-pipe heat exchangers has been presented by Lin and Tsay 
(1986). 

Under the assumptions of fully developed laminar flow and 
constant property fluids, a few general comments can be made 
on the thermal behavior of double-stream heat exchangers. 

With concurrent flow: 
(/') A thermally developed region always exists asymptot­

ically. This may or may not be attained in practical cases, 
depending on the heat exchanger length. The length of the 
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thermal inlet region is a function of the wall thermal resistance, 
fluid properties and the operating conditions. 

(/;) Asymptotic values of the heat transfer coefficient can 
be significantly less than those corresponding to the boundary 
condition of uniform wall temperature, condition (T), for 
single-stream cases. They cannot be larger than values corre­
sponding to the boundary condition of uniform heat flux, 
condition (H) (Stein, 1965a). Such behavior is consistent with 
single-stream heat transfer results when imposing an expo­
nentially decreasing heat flux at the duct wall (Shah and Lon­
don, 1978). 

(Hi) Distributions of the heat transfer coefficient in the 
thermal inlet region show good agreement with single-stream 
solutions for case (T). Despite this, the wall temperature can 
exhibit significant longitudinal variations (Gill et al., 1968). 

With countercurrent flow: 
(/) The heat transfer rate decreases monotonically from 

the extremities to the central part of the heat transfer length 
where a minimum is always achieved. Eventually, a central 
region of thermally developed flow can occur, according to 
the heat exchanger geometry and the operating conditions. 

(ii) Asymptotic values of the heat transfer coefficients are 
never less than values corresponding to case (T), but can be 
significantly larger than reference values for the boundary 
condition (H) (Stein, 1966a). 

(Hi) For each stream, the heat transfer coefficient is 
bounded by single-stream solutions (T) and @ close to the 
entrance (Lin and Tsay, 1986). It may be worth noting that in 
spite of the influence of thermal coupling on the distributions 
of film coefficients an overall heat transfer coefficient can still 
be defined. According to the Seban et al. (1972) approximate 
method, this can be used with sufficient accuracy. 

(iv) The effect of axial heat conduction in fluids is generally 
negligible for Peclet numbers greater than 100 (Nunge et al., 
1967). 

In all the above literature, the effect of axial conduction 
along the wall separating the two streams was overlooked. This 
has been recognized to have a definite effect on heat transfer 

* * * ^ * * * * * «• * * * 
<D 

-"«s£~~' 

v; © 
Toa 

Fig. 1 Schematic of the double-pipe heat exchanger 

efficiency in countercurrent flow (Kroeger, 1966; Barron and 
Yeh, 1976) and crossflow (Chiou, 1983) heat exchangers. Very 
accurate results for the laminar flow case were given by Mori 
et al. (1980) for parallel plate countercurrent heat exchangers. 
Sample data for both concurrent and countercurrent double 
pipe heat exchangers were presented by the authors (1984a). 

Double-stream heat exchangers have also been extensively 
investigated from a thermodynamic point of view, and many 
valuable second law analyses can be mentioned (see, for ex­
ample, Bejan, 1977; Golem and Brzustowski, 1976; Ciampi 
and Tuoni, 1979). In all of them, however, the lumped system 
approach has been employed, while assuming a uniform heat 
transfer coefficient and omitting axial wall conduction. The 
latter effect was considered by Chowdhury and Sarangi (1983), 
who also derived a simple formula to optimize the thermal 
conductivity of the wall. That criterion has been found to be 
valid even in the case of laminar balanced counterflow heat 
exchangers (Pagliarini and Barozzi, 1984b, 1985). 

3 Analysis 
The system under consideration is schematically depicted in 

Fig. 1. Two Newtonian constant property fluids are assumed 
to flow under steady and laminar conditions through the equip­
ment with fully developed velocity profiles. Internal heat gen­
eration, viscous dissipation, and axial heat conduction in the 
fluids are neglected. 

According to the notation in the figure, indexes 1 and 2, 
respectively, designate the inner and outer stream. It is assumed 
that heat is transferred from stream 2 to stream 1. The fluid 

Nomenclature 

a = internal radius of the inner 
duct (Fig. 1) Nu = 

b = internal radius of the outer Pe = 
wall of the outer duct (Fig. 1) q = 

B = radius ratio = b/a 
cp = specific heat at constant pres­

sure Q = 
dh = hydraulic diameter 
H = ratio between the flow-stream r' = 

capacity rate of outer and in- r = 
ner flow = (m cp)2/(m cp)x 

@ = thermal boundary condition s = 
referring to uniform wall heat 
flux S = 
thermal conductivity T = 
nondimensional thermal con- T0 = 
ductivity = k/k\ (T) = 

Korit = optimum K value = Pei/ 
[2(1 + H~% from Chowdhury 
and Sarangi (1983, equation u' = 
(ID) « = 

L' = dimensional length of the heat 
exchanger U = 

L = nondimensional length of the x' = 
heat exchanger = L'/a x* = 

L* = nondimensional length of the 
heat exchanger = L' /(2 a Pe{) z* = 

m = mass flow rate 

k 
K 

opt 

Nusselt number (equations (8)) 
Peclet number =U dh (cp p/k)f 
nondimensional heat flux at 
the solid-fluid interface (equa­
tions (6)) 
heat transferred per unit time 
from stream 2 to stream 1 
dimensional radial coordinate 
nondimensional radial coordi­
nate = /•'/« 
rate of entropy production per 
unit volume 
rate of entropy production 
absolute temperature 
absolute inlet temperature 
thermal boundary condition 
referring to uniform wall tem­
perature 
dimensional axial velocity 
nondimensional axial veloc­
ity = u'/U 
fluid mean axial velocity 
dimensional axial coordinate 
nondimensional axial coordi­
nate = x'/(2 a PeO 
nondimensional axial coordi­
nate = L*-x* 

r = 

8 
A 

e = 

©iv 

p 
a 

nondimensional inlet tempera­
ture of the outer stream = 

wall thickness 
nondimensional wall thick­
ness = (b/a) 
heat exchanger effectiveness 
(equation (14)) 
nondimensional tempera­
ture = 777q, 
nondimensional bulk fluid 
temperature (equation (7)) 
nondimensional temperature at 
the wall-fluid interface 
density 
nondimensional rate of en­
tropy production per unit vol­
ume (equation (9)) 
nondimensional rate of en­
tropy production 

f = 
s = 
X = 

w = 
1 = 
2 = 

fluid 
solid 
local value 
wall-fluid interface 
inner stream 
outer stream 
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temperature is uniform at the inlet sections; the condition 
7o2> 7M therefore holds. 

For the sake of brevity, the mathematical problem is directly 
stated in nondimensional terms. Use is made of symbols and 
definitions given in the Nomenclature. The system is subdi­
vided into three physically homogeneous regions, namely, 
stream 1, stream 2, and the solid wall separating the fluids. 

For each region the energy equation is written: 

Stream I: 

dx* \r dr dr2 Osx*<L*, 0 < r < l (1) 

Oi(0, r) = Gm 

ae, 
-r1(x*,0) = 0 
dr 

(la) 

(lb) 

Solid Wall: 

d2Qs 

(2) 

(2a) 
ae5 ae, 
^(o, , - )=^(^)=o 

^2^ ' l 3 9 2 + 3je2 

i r dr dr 
0 < x * < L , 

Stream 2: 

dx* H 

1 + A < r < 5 (3) 

©2(0. r) = ©02 (concurrent case) 

Q2(L*, r) = Q02 (countercurrent case) 

ae2 

(3«) 

dr 
(x*,B) = 0 Ob) 

In equations (1) and (3), U\ and u2 are nondimensional dis­
tributions of the fluid velocity, as given in the literature (e.g., 
Shah and London, 1987, Chap. 5, p. 78, and Chap. 12, 
p. 205, for circular and annular ducts, respectively). Pe! is the 
Peclet number for the inner stream, H is the thermal capacity 
ratio of the streams, H=(mc^2/(mc^\, and A is the nondi­
mensional wall thickness. 

Continuity conditions for the temperature and the heat flux 
apply at the interfaces: 

Q,(x\ l) = 9,(x*, 1), 

Q2(x*, 1+A) = 9s(x*, 1+A), 

ae, aes 
-^(x*,l) = Ks-^(x*,l) (4a) 

a©2 
dr 

(x*, 1+A) 

KsdQ< 

=F;-a7(^1+A) <«> 
The wall temperature and the heat flux at the solid-fluid 

interfaces, as well as the bulk fluid temperature and the local 
Nusselt number, have practical significance. They are defined 
as 

ewi=es(x*, i) 
ew2=es(x*, i+A) 

/ae,\ 

*-*'< i+A>(tX 
9^ = 1+8 ]0 <7,rfr 

(5a) 
(5b) 

(6a) 

(6b) 

da) 

eb2=T+-
8 B p 
+ AH J° Qid^* 

Q\ 

Nu, 

Nu^ = 2 • 
6ivi_9fti 

2 £ - ( l + A ) q2 

K, / 1+A G . 2 - 9 . 

(lb) 

(8«) 

(Sb) 
A2 

By definition equation (6b), the heat flux density q2 is referred 
to the inner wall surface (r= 1) to allow direct comparison with 
q{. Equations (5b), (6b), and (8Z?) hold for both the concurrent 
and the countercurrent flow case. Equation (lb) is written for 
countercurrent flow heat exchangers. The proper form for the 
concurrent flow case is obtained by changing the variables z* 
and f* with** =L* -z* and £* = L* - f , respectively. Finally, 
T in equation (lb) is the ratio of the inlet fluid temperatures 
T02 and Tol measured on the thermodynamic Kelvin scale. 

The overall rate of entropy production, S, will be used to 
quantify the heat transfer process according to a second law 
point of view. Following London and Shah (1983), this quan­
tity is nondimensionalized as 

E = 
ST0] 

where Q is the total amount of heat transferred per unit time 
from stream 2 to stream 1. 

The local entropy production rate per unit volume, s, is 
nondimensionalized and is expressed as follows (de Groot and 
Mazur, 1962): 

k,aTm i / / i ae\2 /ae\2\ i / / i aey /ae\2\ 
32 \ \ 2 P e ! dx*) +\dr) J e 

Equation (9) holds for the solid wall. It applies to the fluid 
regions as well, viscous dissipation in the fluids having been 
disregarded. The total entropy production rate can be split 
into three terms E b E2, and Ei( pertaining to the fluid streams 
and the wall, respectively. One therefore has 

E = E, + E2 + ES (10) 

The latter term is given as: 

, J0 asrdrdx* (11) 

Similar expressions can be written for E] and E2. However, 
the following alternative forms have been used here: 

(12«) E ^ P e . J / ^ - ^ 

E2 = 47r(l + A)Pei j 0 92^—-^)dx* (126) 

These or equivalent expressions are commonly found in the 
literature (see, e.g., equation (5) from Bejan, 1982), to calculate 
the entropy production rate in pipe flow heat transfer. Equa­
tions (12) are used here for convenience, since Qb, Qm and q 
are known at the end of the computational procedure, while 
the temperature distributions in the fluids are not. Also, equa­
tions (12) allow the numerical results to be checked against the 
integral entropy balance. This reads 

S = : 
1 

a „ • « r•OneM(L*) + Hln(eM (Z.*) / r ) ) (13) 

The thermodynamic performance of heat exchangers is usu­
ally expressed in terms of the effectiveness, e, and defined as: 

Q 
e = z :— j z , -zrz (14) 

(mcp)^ (T02-T0l) 
From equations (13) and (14), the following relations be­

tween E and e are easily demonstrated: 
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Fig. 2 Axial distributions of bulk fluid and wall (radially averaged) non-
dimensional temperatures; H = 1 , Pe, = 500, £ = 100, S = 6, A = 0.5, and 
K, = 1 

10" — z * 2 

Fig. 3 Axial distributions of the nondimensional heat flux at wall-to-
fluid interfaces; H = 1 , Pe, = 500, £ = 100, B = 6, A = 0.5, and K, = 1 

1 

i - i / r 6 ( r - i r 
In [ l - f e ( r - l ) ] 

+ / f In •-M-F (15a) 

for H> 1, and 

— - — = - — ^ - 2 J - I n [l + e / / ( r - l ) ] 
1-1/T t(T-\f{H L 

+ ln 1-e 1 (156) 

for H< 1. The quantity (1 - 1/T) is used here as a normalization 
factor for E. 

4 Procedure and Accuracy 
A seminumerical method had been suggested (Barozzi and 

Pagliarini, 1984, 1985) to deal with conjugated heat transfer 
in pipe flow. This has been extended to the case of parallel 
flow heat exchangers. The technique relies upon the application 
of the superposition principle at the solid-fluid interfaces, and 
the numerical solution of the energy equation in the wall, by 
a finite element method. A detailed description of the method 
having been given elsewhere (Barozzi and Pagliarini, 1985), 
the procedure will be simply outlined here. 

By applying the Duhamel theorem at the solid wall bound­
aries, one has 

22 

1" 

10 

6 

\ \ 

(T; 

I ' 

^ < ^ ^ * . 

Ks=10000 - n o axial conduct ion J 

Ks=10000 

Ka=100 

® 

, . 1 . 

2 x * — 10 2 5 10 2 - 5 - 2 10 5 2 10 — z * 2 

Fig. 4 Axial distributions ot the local Nusselt number (or inner stream, 
and reference one-stream data for boundary conditions (H) and ( f ) ; 
H = 1 , Pe, = 500, £ = 100, B = 6, A = 0.5, and K, = 1 

Fig. 5 Axial distributions of the local Nusselt number for outer stream, 
and reference one-stream data for boundary conditions (H) and ( f ) ; 
H = 1 , Pe, = 500, £ = 100, B = 6, A = 0.5, and K, = 1 

ew(X*)-ebl(.x*)=qm Nu„(x*) 

5 xt 

0 

d<7i(D 
N U ^ J C ' - D d$* 

d£* (16) 

The expression holds for both streams 1 and 2. In the case 
of countercurrent flow, however, x* and £* must be replaced 
by z* and f*, respectively, when referring to the outer stream. 
Nu// designates the local Nusselt number distribution for a 
uniformly heated circular (stream 1) or annular (stream 2) duct. 
Nu// values are from the literature (Shah and London, 1978). 
Equation (16) allows the wall-to-fluid temperature differences 
to be computed for arbitrary distributions of the heat flux. 

The computational procedure is iterative. It is initialized with 
guessed distributions of Qb and Nux. These complete the set 
of boundary conditions for equation (2). The energy equation 
in the wall is solved numerically, by a finite element method. 
Triangular elements with linear temperature distribution are 
used in the discretization procedure. From the distribution of 
Qs, updated values of qu g2, 9 J I , and 9(,2 are obtained through 
equations (6) and (7) respectively. Wall-to-fluid temperature 
differences are then computed by equation (16) and Nux dis­
tributions obtained from equations (8) to start a new run. The 
prescribed convergency level was based on the total heat trans­
fer rate, Q, and set equal to 0.001 percent. In all the cases 
considered, convergence was achieved in less than 14 iterations. 
Distributions of Nux, q, Qw, and Qb are available at the end 
of the computational process. The entropy production rates 
are thus computed by equations (9)-(12). Temperature distri­
butions in the fluid streams are not needed and not computed. 
However, they can be obtained by superposition, when nec­
essary. 

Previous numerical experiments with single-stream problems 
(Barozzi and Pagliarini, 1984, 1985) showed that the accuracy 
of Nux values is better than 2 percent. Direct comparison with 
results for the two-stream case is more difficult, since no tab­
ulated data have been found in the open literature. Two checks 
have been attempted against the available results given in 
graphic form for the countercurrent case. Omitting axial con­
duction in the wall, Qw and Nu* distributions have been com­
pared with Nunge and Gill's (1966, Figs. 5 and 7) results. 
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Fig. 6 Axial distributions of local entropy production rate (radially av­
eraged) for the wall; values referred to the mean values of as; r = 2, H = 1, 
Pe, = 500, L = 100, S = 6, A = 0.5, and K, = 1 

Maximum deviations of 6 and 10 percent have been found, 
respectively. This can be considered acceptable in view of the 
moderate level of accuracy of the results given by Nunge and 
Gill (1966), as discussed by Stein (1966b, 1966c). No results 
being available on account of axial wall conduction in double-
pipe heat exchangers, a version of the program has been spe­
cifically prepared to provide comparison with the data of Mori 
et al. (1980) for parallel plate heat exchangers. The agreement 
with the results shown by Mori et al. (1980, Fig. 10) has been 
very good. 

5 Results 
Both the concurrent and countercurrent flow configurations 

have been investigated. However, only results for the coun­
tercurrent case will be presented and discussed in detail. 

From the above analysis, the nondimensional groups rele­
vant to the problem are Ks, Kf, B, A, L, H, and Pe^ The 
absolute temperature ratio T also appears in the formulation 
as far as the problem is considered under a second law point 
of view. Throughout this analysis, T is kept constant at a value 
of T = 2. It is worth pointing out that, for any value of V, 2 
can be computed by equations (15) from given values of e and 
H, Note that the effectiveness concept derives from first law 
considerations; thus e is independent of T. The range covered 
by the present investigation is as follows: Z = 10 and 100; 
A = 0.5 and 2; 5 = 3 and 6; Ks=\, 10, 100, 1000, and 10,000; 
Kf = 0.\, 1, and 5; Pe! = 500,1000, and 10,000; H= 0.5, 1, and 
2. 

The effect of thermal coupling of the two streams is well 
illustrated by the distributions of heat flux and temperature 
at the wall interfaces, as well as the fluid bulk temperature 
and the Nusselt number for the two streams. Plots of those 
quantities are presented in Figs. 2, 3, 4, and 5 for a relatively 
long (L = 100), balanced (H=l) heat exchanger. All these 
quantities are independent of T. Data for that single case allow 
the general trend of the results to be described. Note that in 
the figures use is made of two separate scales for x* and 
Z*=L* -x*, one running left to right and one running right 
to left, from the extremities to the middle of the device length. 

When overlooking axial heat conduction in the wall, heat 
transfer results are characterized as follows (Pagliarini and 
Barozzi, 1984a); (/) The temperature of the incoming fluid 
coincides with the wall temperature at the inlet section; (H) the 
nondimensional heat flux density is point by point equal on 
the two sides of the wall, and, typically, its distribution shows 
a minimum in the central part of the heat transfer region; and 
(Hi) for each stream, the distribution of the Nusselt number 
rapidly decreases near the inlet section of the stream, Nu* 
ranging between Nuj-and Nuwdistributions (i.e., single-stream 

\ \ Ks= 1 

2 I > L - — i 1 L - J — i 1 1 1_—i 1 r r ~ " 

2 x * — 10 2 5 10 2 - 5 - 2 10* 5 2 103 — z- 2 

Fig. 7 Axial distributions of local entropy production rate (radially av­
eraged) for the inner stream; values referred to the mean value of <jf; 
r = 2, H = 1 , Pe, = 500, t = 100, 8 = 6, A = 0.5, and K, = 1 

I 1 L - j - ^ • i-^—i • , 1 - , — , , L _ _ J 1 
2 x * — 10 2 5 10 2 - 5 - 2 10 5 2 10 — z * 2 

Fig. 8 Axial distributions of local entropy production rate (radially av­
eraged) for the outer stream; values referred to the mean value of <r2; 
r = 2, H = 1 , Pe1 = 500, L = 100, B = 6, A = 0.5, and K, = 1 

results for boundary condition (T) and (H), respectively). Nux 
plots take on a minimum, and eventually show a constant value 
region in the central part of the heat exchanger. 

All the above trends are modified in the presence of axial 
conduction in the wall: 

(/') Two isothermal areas are created at the wall-to-fluid 
interfaces, close to the extremities, and the wall temperature 
does not coincide any further with the inlet fluid temperatures 
at x* = z* = 0. The wall-to-fluid temperature difference and the 
length of the isothermal zones both increase for increase of 
axial conduction effects. This is well illustrated in Fig. 2 where 
the effect of the wall conductivity is stressed. It is observed 
that for increasing Ks, the wall temperature tends to become 
more uniform, and the outlet temperature of the internal 
stream, Qti(x* =L*) decreases while 9M(Z* =L*) increases cor­
respondingly. As a consequence, the total heat flux and the 
effectiveness of the heat exchanger reduce. 

(ii) Axial wall conduction also uncouples the heat transfer 
processes on the two sides of the wall. Plots in Fig. 3 still 
display a general trend similar to the one observed in the 
absence of axial conduction up to Ks= 100: A central zone is 
found, where the heat flux density is uniform and equal over 
the two sides of the wall. The situation completely changes for 
high Ks, the q plots taking on a monotonically decreasing trend 
from the inlet to the outlet with one single crossing point. 

(Hi) The effect of axial wall conduction on the distributions 
of the Nusselt number is demonstrated by the coincidence of 
Nux with the corresponding (circular duct or annulus) single-
stream solution, case (T), near the inlet section. Farther down­
stream, both Nux and q reach an asymptotic value in the cases 
shown in Figs. 4 and 5. For low Ks values this may be higher 
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Table 1 Effectiveness of counter-current heat exchangers, 0 = 6 and 
K, =1 

xf w1 K/ w? irf irf TO' itf 103 «J icP 10' io2 itf id110° TO' TO? xf irf K, 

Fig. 9 Normalized nondimensional entropy production rate, as a func­
tion of nondimensional thermal conductivity of the wall, Ks\ T = 2, B = 6, 
and K/ = 1; legend: w: in the wall; 1: in the inner stream; 2: in the outer 
stream; r: total value; o: Pe, = 500; o: Pe, = 1000; • : Pe, = 10,000 

than the fully developed one-stream value, case @ , but ap­
proximates solution (T) for increasing Ks. 

Distributions of the local entropy production rate in the 
streams and the wall are presented in Figs. 6, 7, and 8 for 
T = 2. Here, a has been averaged radially over the section of 
the region (stream or wall) concerned, and referred to the mean 
entropy generation rate in the region itself. The results allow 
some insight to be attained into the irreversible nature of the 
heat transfer process. 

It can be observed first, that distributions of a in the wall 
and the streams are quite sensitive to variations in the wall 
conductivity. For Ks= 10,000, the local entropy production in 
the fluids is maximum at the inlet sections, and decreases 
monotonically downstream. For reducing Ks, the plots of at 
and a2 take on a less regular trend, eventually presenting in­
termediate maxima and minima, and the values decrease pro­
gressively at the inlet, while increasing in the outlet regions. 
The local entropy generation rate in the fluids is related to q, 
Qw, and Qb as from equations (12). The above behavior can 
therefore be interpreted in the light of Figs. 2 and 3 from which 
it is possible to deduce that the maxima in oi and a2 correspond 
to axial positions where either the heat flux density or the wall-
to-fluid temperature difference are relatively high. 

Distributions of as indicate that the effect of the radial ther­
mal resistence of the wall is dominant when Ks is low. Entropy 
generation is a minimum in the central region and a maximum 
at the extremities for Ks=l. Such a trend is typical in the 
absence of axial conduction (Pagliarini and Barozzi, 1984b). 
The situation is completely reversed when Ks is very high. For 
Ks= 10,000 a maximum is found in the middle of the wall 
length, where the axial temperature gradient is higher. The 
entropy production falls to zero at the wall extremities, where 
the wall is isothermal. Case Ks = 100 represents an intermediate 
situation where the entropy production rates due to the axial 
and radial conduction tend to be in balance. All the above 
trends are not substantially modified by variations of H over 
the range covered by this analysis. 

The role of the wall conductivity, Ks, has been particularly 
stressed by the results. However, the significance of the ob­
servations is more general, results for low Ks values being 
representative of situations where the effect of heat conduction 
along the wall is moderate, and vice versa. 
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.063 
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.157 
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033 
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.509 

582 
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.362 

.403 
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*: no axial conduction. 

The number of the relevant nondimensional quantities being 
so large, their influence on the thermal behavior of the device 
cannot be considered in terms of the local entropy production 
rate. The effect of each parameter is more conveniently esti­
mated by resorting to the total entropy production rate E, or 
the heat exchanger effectiveness, e. 

The nondimensional entropy generation rate E, and its com­
ponents, Lt, L2, and Es, are shown in Fig. 9. Values of e for 
changing A, L, Peu H, and Ks are presented in Table 1. Values 
of effectiveness corresponding to the optimum value of the 
wall conductivity, A'opt, have also been computed by the same 
procedure for all the cases considered, and results listed in 
Table 1. Kopt is defined according to Chowdhury and Sarangi 
(1983, equation (11)) and is a function of Pe! and H. Finally, 
results in the absence of axial wall conduction are given for 
the sake of comparison. These are for Ks= 10,000. 

It is pointed out that the effectiveness of the heat exchanger 
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no longer increases monotonically with Ks, as it would do in 
the absence of axial conduction in the wall. Instead, for any 
choice of Pe[ and H, a minimum can be identified for E, and 
a corresponding maximum for e at an intermediate value of 

For low Ks, most of the entropy production is concentrated 
in the wall, due to the effect of radial heat conduction. In a 
short heat exchanger (L = 10), while increasing Ks the contri­
bution of the wall decreases monotonically, the wall ap­
proaches an isothermal condition, L„ goes to zero, and Lu E2 
approach a constant value independent of Ks. In a long device 
(L = 100), however, the increase in the entropy production due 
to axial conduction in the wall competes with the reduction in 
the radial contribution for increasing Ks. Thus, a minimum is 
observed in Es for K„ of order 100. This is found to be rep­
resentative of a condition of maximum effectiveness and min­
imum total entropy production. Neither a situation of the wall 
being isothermal nor E having a constant value is usually found 
in a long heat exchanger for Ks up to 10,000. 

From data in Table 1, it is observed that e is a minimum 
for H= 1 irrespective of the choice of other nondimensional 
quantities. When analyzing the results in terms of the entropy 
production rate, however, it is found that E[ decreases and E2 
increases systematically for increasing Hfrom 0.5 to 2. Overall, 
the total entropy production rate, E, is practically insensitive 
to variations of H for short heat exchangers (L= 10). Varia­
tions of E with H are less than 1 percent in those cases. The 
same holds true for long heat exchangers (L= 100), provided 
that Pei > 1000. For lower values of Pej and L = 100, however, 
changing H from 0.5 to 2 produces a definite increase in E 
(from 5 to 20 percent). From a second law point of view, then, 
operating conditions corresponding to values of//higher than 
one should be avoided in high-performance devices. 

Increasing Pei always reduces the negative influence of lon­
gitudinal heat conduction, but also causes deterioration in the 
overall performance of the device. 

Long heat exchangers are found to be more sensitive to the 
variation of the wall conductivity than short devices. This 
finding looks contradictory since the effect of axial heat con­
duction is expected to be more pronounced when L is low. 
However, it must be emphasized that short heat exchangers 
are basically characterized by a very high rate of entropy pro­
duction. Any additional contribution to it is thus of moderate 
importance in relative terms. 

Table 1 indicates that values of e are higher for A = 2 than 
for A = 0.5. When interpreting such a behavior, it should be 
born in mind that increasing A at equal Pej and H produces 
a relative increase of the mean fluid velocity of the external 
stream, the flow rate remaining unchanged. The effectiveness 
of the heat exchanger increases as a consequence. The same 
holds true for reducing B as can be seen by comparing data 
in Table 1 with results given in Table 2. The percentage re­
duction in effectiveness due to axial wall conduction definitely 
increases for increasing wall thickness, while it is little influ­
enced by variations in the pipe diameter ratio. It is worth 
pointing out, however, that the entropy production inherent 
in the fluid-dynamic process is not taken into account in this 
analysis. That term increases for an increase in the mean ve­
locity of flow. 

All other quantities being fixed, the effectiveness also in­
creases monotonically for increasing Kf, as from Table 3. That 
behavior should be ascribed to the reduction of the convective 
thermal resistence of the external stream that occurs for in­
creasing Kp 

The criterion given by Chowdhury and Sarangi (1983) to 
predict the optimum value of the wall conductivity was based 
on some crude approximation. Nonetheless it is found to agree 
very favorably with the results of the present analysis. From 
data in Table 1, the values of e obtained for Ks = Kopt system­
atically approach the maximum. The criterion tends to become 

Table 2 Effectiveness of countercurrent heat exchangers, S = 3 and 
K,=i 
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Table 3 Effectiveness of countercurrent heat exchangers for different 
values of K,; B = 6 and Pe, = 500 
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.857 

.568 

.642 
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.201 

.120 
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.465 
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.581 

.659 

e 
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.199 

.119 
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.401 

.457 

.833 

.568 

.652 

10000 

.195 

.116 

.137 

.597 

.376 

.431 

.707 

.508 

.614 

slightly less accurate and reliable when the effectiveness is very 
low. 

As far as concurrent flow heat exchangers are concerned, 
computations have been restricted to the case of balanced flow, 
H= 1. Results have been presented elsewhere (Pagliarini and 
Barozzi, 1984a). They indicate that the effects of axial con­
duction in the wall are minor, with respect to the corresponding 
counterflow cases. Local quantities, such as the wall and the 
fluid temperatures, are actually only moderately influenced. 
The overall effectiveness of the device is totally unaffected by 
the presence of heat conduction along the wall. 

6 Concluding Remarks 
Local and overall effects of thermal coupling in laminar 

counterflow double-pipe heat exchangers have been considered 
on account of axial heat conduction in the wall separating the 
streams. The range covered by this analysis has been delib­
erately limited, in view of the considerable number of geo­
metric, thermal, and flow parameters involved in the problem. 
A few conclusions of a general validity are however permitted. 

It is observed first that conduction along the thermally active 
wall may have a definite effect upon the distributions of the 
most important thermal quantities, such as the wall temper­
ature, the heat flux, the bulk fluid temperature, and the Nusselt 
number. The extent of such an influence depends however on 
a number of geometric, thermal, and flow variables, forming 
a set of seven independent nondimensional groups. Therefore, 
local effects of thermal coupling and axial wall conduction 
have been mainly concerned with the effect of the wall con­
ductivity parameter, Ks. The presence of axial wall conduction 
is revealed by the wall temperature tending to become longi­
tudinally uniform. The effect starts at the wall extremities, 
where two isothermal regions are observed, however low the 
value of Ks is. These lengthen progressively for increasing Ks, 
finally covering the entire heat transfer section as the wall 
conductivity tends to infinity. Correspondingly, the two streams 
become thermally uncoupled in the sense that each current 
approaches the thermal behavior typical of a single-stream 
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case, subject to the boundary condition of uniform wall tem­
perature. In the limit of high Ks values, then, single-stream 
Nur correlations apply. 

The thermodynamic behavior of the equipment can either 
be considered under a traditional first law point of view, or 
expressed in terms of the entropy production rate following a 
second law approach. It is observed that the two methods lead 
to perfectly equivalent results as far as the overall performance 
of the equipment is concerned. In fact, the heat exchanger 
effectiveness, e, and the total entropy production rate, E, are 
related in a very simple way. The second law approach, how­
ever, gives a deeper insight into the irreversible nature of the 
heat transfer process, and therefore offers a more reliable 
design tool. 

The performance of countercurrent heat exchangers has been 
investigated, as affected by the operative conditions, the ther­
mal properties of the wall and the fluids, and the geometry of 
the equipment. 

Results indicate that increasing the Peclet number, e.g., by 
increasing the flow rate, while leaving constant the heat ca­
pacity ratio, H, always produces a reduction in the heat ex­
changer effectiveness. On the other hand, for increasing H 
from 0.5 to 2, a minimum is observed in e, for balanced heat 
exchangers. In terms of the entropy production rate, however, 
it is found that the performance of the device is influenced 
negatively by high values of H. That conclusion is of chief 
concern for devices whose effectiveness is basically very high, 
as is the case of a long heat exchanger. Increasing the fluid 
conductivity ratio, Kf, has a strong and positive effect on 
effectiveness. Changing the wall thickness or the diameter of 
the outer duct, i.e., changing A or B, all other conditions being 
unchanged, corresponds to considering a quite different phys­
ical situation. The results must therefore be interpreted with 
some care. In any case they indicate a reduction of the per­
formance in the case of a long and very efficient heat ex­
changer, both for decreasing A and increasing B. Also note 
that relatively high values for the wall thickness have been used 
in the present analysis to emphasize the influence of axial wall 
conduction on local quantities. Results are however of practical 
significance, since they offer clear directions for conduction-
penalty minimization. 

The effects of the wall conductivity have been particularly 
stressed in the analysis. It is found that a region of minimum 
entropy production always exists in the range of variability 
considered for Ks. The need for optimizing the wall conduc­
tivity becomes the more stringent as the equipment effective­
ness increases. In this connection, the simple criterion suggested 
by Chowdhury and Sarangi (1983) has been proved to give 
reliable indications over a wide range of operative conditions. 
Thus, the analysis indicates that a proper choice of the wall 
material is needed for the thermal performance optimization 
of laminar flow double pipe heat exchangers. To exemplify, 
if heat is exchanged between two countercurrent water streams 
separated by a copper wall (Ks=*f>00), axial conduction in the 
wall is expected to produce a small, but definite, decrease in 
the effectiveness. The optimum value could be attained using 
a steel wall, characterized by a Ks value of about 100. If, 
instead, a glass wall is used, the order of magnitude of Ks drops 
to 1, and the effectiveness decreases sharply due to the intro­
duction of a high radial thermal resistance. The effects of axial 
wall conduction are more pronounced when gaseous fluids are 
considered. If, indeed, two air streams and a cooper wall are 
used, Ks becomes higher than 10,000. A reduction of a few 
percentage units in the device effectiveness can result, with 
respect to the optimum value. Once again, the latter can be 
approximated using a steel wall (A^» 1000). 

As far as concurrent flow heat exchangers are concerned, 
previous work (Pagliarini and Barozzi, 1984a) has demon­
strated that the effects of wall conductivity are minor. 

This conclusion, however, is restricted to the case of bal­

anced heat exchangers, and further analyses are needed to 
generalize it. 

Acknowledgments 
The authors acknowledge the useful remarks of the Referees, 

and the help of Dr. M. W. Collins, The City University, Lon­
don, during the revision of the paper. The research has been 
supported by M.P.I., and C.N.R. under grant No. 89.03276.07. 

References 
Barozzi, G. S., and Pagliarini, G., 1984, "Conjugated Heat Transfer in a 

Circular Duct With Uniform and Non-uniform Wall Thickness," Heat and 
Technology, Vol. 2, pp. 72-91. 

Barozzi, G. S., and Pagliarini, G., 1985, "A Method to Solve Conjugate Heat 
Transfer Problems: the Case of Fully Developed Laminar Flow in a Pipe," 
ASME JOURNAL OF HEAT TRANSFER, Vol. 107, pp. 77-83. 

Barron, R. F., and Yeh, S. L., 1976, "Longitudinal Conduction in Three-
Fluid Heat Exchangers," ASME Paper No. 76-WA/HT-9. 

Bejan, A., 1977, "The Concept of Irreveribility in Heat Exchanger Design: 
Counterflow Heat Exchangers for Gas-to-Gas Applications," ASME JOURNAL 
OF HEAT TRANSFER, Vol. 99, pp. 374-380. 

Bejan, A., 1982, "Second-Law Analysis in Heat Transfer and Thermal De­
sign," in: Advances in Heat Transfer, Vol. 15, T. F. Irvine and J. P. Hartnett, 
eds., Academic Press, New York, pp. 1-58. 

Bentwich, M., 1970, "Concurrent and Countercurrent Parabolic Flow Heat 
Exchangers," Israel Journal Technology, Vol. 8, pp. 197-207. 

Bentwich, M., 1973, "Multistream Countercurrent Heat Exchangers, "ASME 
JOURNAL OF HEAT TRANSFER, Vol. 95, pp. 458-463. 

Blanco, J. A., and Gill, W. N., 1967, "Analysis of Multistream Turbulent 
Forced Convection Systems," Chemical Engineering Progress Symposium Series 
77, Vol. 63, pp. 66-79. 

Blanco, J. A., Gill, W. N., and Nunge, R. J., 1968, "Computational Pro­
cedures for Recent Analyses of Counterflow Heat Exchangers,'' AIChE Journal, 
Vol. 14, pp. 505-507. 

Chiou, J. P., 1983, "Thermal Performance Deterioration in Crossflow Heat 
Exchanger Due to Longitudinal Heat Conduction and Nonuniform Inlet Fluid 
Temperature Distribution," Proceedings ASME-JSME Thermal Engineering 
Joint Conference, Honolulu, HI, Vol. 2, pp. 451-458. 

Chowdhury, K., and Sarangi, S., 1983, "A Second Law Analysis of the 
Concentric Tube Heat Exchanger: Optimization of Wall Conductivity," Inter­
national Journal of Heal and Mass Transfer, Vol. 26, pp. 783-786. 

Ciampi, M., and Tuoni, G., 1979, "Considerazioni Termodinamiche sugli 
Scambiatori di Calore (On the Thermodynamic Behavior of Heat Exchangers)," 
La Termotecnica, Vol. 33, pp. 186-197. 

Cotta, R. M., and Ozisik, M. N., 1986, "Thermally Developing Concurrent-
Flow Circular Double-Pipe Heat Exchanger Analysis," Proceedings Eighth Heat 
Transfer Conference, Vol. 6, San Francisco, pp. 2805-2810. 

de Groot, S. R., and Mazur, P., 1962, Non-Equilibrium Thermodynamics, 
North Holland, Amsterdam, Netherlands. 

Gill, W. N., Porta, E. W., and Nunge, R. J., 1968, "Heat Transfer in the 
Thermal Entrance Region of Concurrent Flow Heat Exchangers With Fully 
Developed Laminar Flow," International Journal of Heat and Mass Transfer, 
Vol. 11, pp. 1408-1412. 

Golem, P. J., and Brzustowski, T. A., 1976, "Second-Law Analysis of Energy 
Processes, Part II: the Performance of Simple Heat Exchangers," Trans. Can. 
Soc. Mech. Engrs., Vol. 4, pp. 219-226. 

Kakac, S., Bergles, A. E., and Mayinger, F., 1981, Heat Exchangers, Thermal-
Hydraulic Fundamentals and Design, Springer-Verlag, Berlin, Germany. 

Kays, W. M., and London, A. L., 1984, Compact Heat Exchangers, 3rd ed., 
McGraw-Hill, New York. 

Kroeger, P. G., 1966, "Performance Deterioration in High Effectiveness Heat 
Exchangers Due to Axial Heat Conduction Effects," Advances Cryogenic En­
gineering, Vol. 12, pp. 364-372. 

Lin, T. F., and Tsay, Y. L., 1986, "Thermal Interactions in Countercurrent-
Flow Double-Pipe Heat Exchangers," Proceedings Eighth Heat Transfer Con­
ference, Vol. 6, San Francisco, pp. 2811-2816. 

London, A. L. and Shah, R. K., 1983, "Costs of Irreversibilities in Heat 
Transfer Exchanger Design," Heat Transfer Engineering, Vol. 4, pp. 59-73. 

Mikhailov, M. D., 1972, "General Solutions of the Heat Equations in Finite 
Regions," International Journal of Engineering Science, Vol. 10, pp. 577-591. 

Mikhailov, M. D., 1973a, "General Solutions of the Diffusion Equations 
Coupled at Boundary Conditions," International Journal of Heat and Mass 
Transfer, Vol. 16, pp. 2155-2164. 

Mikhailov, M. D., 1973b, "General Solutions of the Coupled Diffusion Equa­
tions," International Journal of Engineering Science, Vol. 11, pp 235-241. 

Mikhailov, M. D., 1983, "Mathematical Modelling of Heat Transfer in Single 
Duct and Double Pipe Exchangers," in: Low Reynolds Number Flow Heat 
Exchangers, S. Kakac, R. K. Shah, and A. E. Bergles, eds., Hemisphere Publ. 
Corp., Washington, DC. 

Mikhailov, M. D., and Shishedjiev, B. K., 1976, "Coupled at Boundary Mass 
or Heat Transfer in Entrance Concurrent Flow," International Journal of Heat 
and Mass Transfer, Vol. 19, pp. 553-557. 

Journal of Heat Transfer AUGUST 1991, Vol. 113/533 

Downloaded 15 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Mori, S., Kataya, M., and Tanimoto, A., 1980, "Performance of Counter-
flow, Parallel Plate Heat Exchangers Under Laminar Flow Conditions," Heat 
Transfer Engineering, Vol. 2, pp. 28-38. 

Nunge, R. J., and Gill, W. N., 1965, "Analysis of Heat or Mass Transfer in 
Some Countercurrent Flows," International Journal of Heat and Mass Transfer, 
Vol. 8, pp. 873-886. 

Nunge, R. J., and Gill, W. N., 1966, "An Analytical Study of Laminar 
Counterflow Double-Pipe Heat Exchangers," AIChE Journal, Vol. 12, pp. 279-
286. 

Nunge, R. J., Porta, E. W., and Gill, W. N., 1967, "Axial Conduction in 
the Fluid Streams of Multistream Heat Exchangers," Chemical Engineering 
Progress Symposium Series, Series 77, Vol. 63, pp. 80-91. 

Pagliarini,G.,andBarozzi, G. S., 1984a, "Effettidi AccoppiamentoTermico 
negli Scambiatori Tubo in Tubo a Correnti Laminari (Thermal Coupling in 
Laminar Double Stream Heat Exchangers)," Proceedings Second National Con­
ference on Heat Transfer, Bologna, Italy, pp. 103-113. 

Pagliarini, G., and Barozzi, G. S., 1984b, "Produzione di Entropia per Con-
duzione Termica nella Parete di Scambiatori di Calore a Correnti Contrapposte 
Bilanciate (Entropy Generation Due to Thermal Conduction Along the Wall of 
Balanced Counterflow Heat Exchangers)," Proceedings 39th A.T.I. National 
Conference, L'Aquila, Italy, Vol. I, pp. 191-200. 

Pagliarini, G., and Barozzi, G. S., 1985, "Ulteriori Considerazioni sulla Pro­
duzione di Entropia in Scambiatori di Calore a Correnti Laminari Contrapposte 
(Further Considerations on Entropy Production in Laminar Countercurrent 
Heat Exchangers)," Proceedings Third National Conference on Heat Transfer, 
Palermo, Italy, pp. 164-176. 

Papoutsakis,E.,andRamkrishna, D., 1981, "Conjugated Graetz Problems," 
Chemical Engineering Science, Vol. 36, pp. 1381-1391, 1393-1399. 

Seban, R. A., Hsieh, T. C , and Greif, R., 1972, "Laminar Counterflow 
Exchangers: an Approximate Account of Wall Resistance and Variable Heat 
Transfer Coefficients," ASME JOURNAL OF HEAT TRANSFER, Vol. 94, pp. 391-
396. 

Shah, R. K., and London, A. L., 1978, Laminar Flow Forced Convection in 
Ducts, Academic Press, New York. 

Spalding,D.B.,1984, Heat Exchanger Design Handbook, Hemisphere .Wash­
ington, DC. 

Stein, R. P., 1964, "The Graetz Problem in Concurrent-Flow Double-Pipe, 
Heat Exchangers," ANL Rept. 5889, Argonne National Lab. 

Stein, R. P., 1965a, "The Graetz Problem in Concurrent Flow Double Pipe 
Heat Exchangers," Chemical Engineering Progress Symposium Series 59, Vol. 
61, pp. 76-87. 

Stein, R. P., 1965b, "Heat Transfer Coefficients in Liquid Metal Concurrent 
Flow Double Pipe Heat Exchangers," Chemical Engineering Progress Sympo­
sium Series 59, Vol. 61, pp. 64-75. 

Stein, R. P., 1966a, "Liquid Metal Heat Transfer," in: Advances in Heat 
Transfer, Vol. 3, T. F. Irvine and J. P. Hartnett, eds., Academic Press, New 
York. 

Stein, R. P., 1966b, "Computational Procedures for Recent Analyses of 
Counterflow Heat Exchangers," AIChE Journal, Vol. 12, pp. 1216-1219. 

Stein, R. P., 1966c, "Mathematical and Practical Aspects of Heat Transfer 
in Double Pipe Heat Exchangers," Proceedings Third International Heat Trans­
fer Conference, AIChE, New York, Vol. 1, pp. 139-148. 

534/Vol. 113, AUGUST 1991 Transactions of the ASME 

Downloaded 15 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A. S. Lavine 

C. Bai 

University of California, Los Angeles, 
Los Angeles, CA 90024-1597 

An Analysis of Heat Transfer in 
Josephson Junction Devices 
Josephson junctions are electronic devices made from superconducting materials 
that cycle between resistive and nonresistive states. Heat generated in the resistive 
state causes a temperature rise, which may adversely affect electrical behavior, by 
reducing the critical Josephson current. In this work, temperature distributions and 
resulting reductions in critical current are calculated for Josephson junctions made 
from low and high-temperature superconductors. It is found that an unacceptable 
reduction in critical current may occur for junctions made from high-temperature 
materials. This problem can almost certainly be overcome, but perhaps at the expense 
of one advantage of Josephson junctions, namely compactness. 

Introduction 
Josephson junctions are electronic devices fabricated from 

superconductors. They have tremendous potential because of 
their fast switching speeds and low power dissipation. In the 
past, the major drawback of Josephson junction devices was 
that they had to be cooled to below the critical temperature 
of the superconducting materials, usually by immersion in 
liquid helium. With the recent developments in new higher 
temperature superconductors, there has been a resurgence in 
the interest in Josephson junctions. This paper addresses the 
thermal behavior of Josephson junctions as it relates to their 
electrical behavior. 

One typical configuration for a Josephson junction, known 
as a Josephson tunnel junction, consists of a sandwich of two 
thin superconducting layers with a "barrier" of normal metal 
or insulating material in between. When a current flows through 
this sandwich, the electrical behavior depends on the value of 
the current (see Fig. 1). If it is below some critical value, Ic, 
superconducting pairs will tunnel through the barrier material; 
the sandwich will then display zero resistance, and hence, zero 
voltage drop. If the current exceeds the critical value, there 
will then be a nonzero resistance and a voltage drop across the 
sandwich. It is important to note that the critical Josephson 
current is not the same as the critical current at which the bulk 
superconducting material becomes normal. For instance, for 
niobium nitride, the critical Josephson current density is on 
the order of 2000 A/cm2 (it is junction dependent), whereas 
the bulk critical current density is on the order of 105 A/cm2 

(at temperatures on the order of 0.8 Tc). 
Josephson junction logic devices work by switching rapidly 

between the nonresistive and resistive states. When in the re­
sistive state, heat is generated, which will raise the temperature 
of the junction. Temperature control is very important, be­
cause the critical Josephson current is temperature dependent 
(see Fig. 2). An increase in temperature causes a decrease in 
critical current, which can adversely affect the electrical be­
havior of the device. It is anticipated that this self-heating 
effect will be exacerbated for high-temperature superconduc­
tors at higher operating temperatures, because the rate of heat 
generation is expected to be higher. This will be discussed in 
more detail later. 

There has been a considerable amount of research on Jo­
sephson tunnel junctions using low-temperature superconduc­
tors. Recent research has generally concentrated on junctions 
made of niobium nitride (NbN) rather than lead, because of 
NbN's mechanical hardness, large gap voltage, and high (rel­
ative to lead) superconducting transition temperature (15-16 

K). In this paper, NbN will be used as a representative low-
temperature superconductor. There has been some research on 
the thermal aspects of Josephson tunnel junctions, which is 
particularly relevant to the work reported here. Arnett (1983) 
experimentally determined the critical power density at which 
a particular niobium edge junction ceased to operate because 
its transition temperature was exceeded. Ketchen (1979) per-
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formed a similar experiment for lead alloy junctions. Shoji et 
al. (1987) experimentally investigated the temperature de­
pendence of the electrical characteristics of a NbN tunnel junc­
tion. There has also been research on thermal aspects of point 
contact junctions (Iwanyshyn and Smith, 1972), microbridges 
(Skopcol et al., 1974; Dharmadurai, 1980), and coplanar elec­
trode junctions (Jennings and Rubinsky, 1986). 

Since high-temperature superconductors were discovered, 
there have been many efforts to observe the Josephson effect 
in these materials and to produce Josephson junctions with 
them for possible applications. Some researchers have reported 
successful fabrication of "crack'' (Iguchi et al., 1987; Sugishita 
et al., 1987), weak link (Wu et al., 1987; Wiener-Avnear et 
al., 1989; Rogers et al., 1989), or edge (Laibowitz et al., 1990) 
Josephson junctions from YBa2Cu307..x (YBCO). The results 
of Sugishita et al. show a linear temperature dependence of 
the Josephson critical current, rather than the usual BCS-type 
dependence shown in Fig. 2 (Ambegaokar and Baratoff, 1963). 
To our knowledge there has not been a successful sandwich-
type Josephson junction fabricated with high-temperature su­
perconductors and operated at liquid nitrogen temperatures. 

There has been a tremendous amount of research on thermal 
modeling of electronic devices, which is certainly relevant to 
the present work (see, for instance, Bar-Cohen and Kraus, 
1988; Ellison, 1989). It is not the intent of this study to advance 
the science of thermal modeling of electronics, but rather to 
show how the temperature distribution in a Josephson junction 
affects its electrical behavior. 

Background and Problem Statement 
The intent of this study is to (a) calculate the temperature 

distribution in a Josephson junction as a function of the various 
governing parameters, (b) evaluate the effect of the temper­
ature distribution on the critical Josephson current, and (c) 
assess the important differences between junctions made from 
low and high-temperature superconductors. 

Heat is generated in the barrier region when it is in the 
resistive state. The heat flux can be evaluated from the product 
of the current density and voltage. Depending on how the 
junction is operated, the current density and voltage could take 
on a large range of values. The worst realistic case would be 
for the current density to equal the critical current density, Jc, 
and the voltage to equal the gap voltage, Vg (see Fig. 1). For 
NbN, with critical current density on the order of 2000 A/cm2 

and gap voltage of 4.5 mV, the heat flux is on the order of 
105 W/m2. The heat flux is expected to increase for high-

temperature superconductors (Van Duzer, 1989). One reason 
is that the gap voltage scales proportionally with transition 
temperature, Tc, so that: 

q»=JcVg<xJcTc (1) 

This alone will account for at least a sixfold increase in the 
heat flux, since Tc is approximately 15 and 92 K for NbN and 
YBCO, respectively. Another consideration is that higher op­
erating temperatures cause greater thermal noise. To enable 
stable operatiori in the presence of the increased noise, the 
current will have to scale proportionally with operating tem­
perature, Tx (Van Duzer, 1989). That is: 

Ic = JcAh<xT<„ (2) 

where Ab is the barrier area. High-temperature superconduc­
tors are typically operated in liquid nitrogen (T^ = 77 K), 
whereas low-temperature superconductors are operated in liq­
uid helium (To, = 4.2 K). Thus there is more than an order 
of magnitude increase in operating temperature. The thermal 
noise criterion, equation (2), may or may not affect the heat 
flux, depending on the critical current density that can be 
achieved in Josephson junctions made from the new high-
temperature materials. If the critical current density in the new 
materials is roughly the same as in the old low-temperature 
materials, then the thermal noise criterion will not affect the 
heat flux (cf. equation (1)), but the junction area will have to 
scale up with operating temperature (cf. equation (2)). This 
would be a significant disadvantage, because compactness and 
the associated speed have always been strong points of Jo­
sephson junctions. If it is possible to maintain the same size 
junctions by increasing the critical current density by an order 
of magnitude over the low-temperature materials then the heat 
flux will increase accordingly (cf. equation (1)). 

The geometry of an electronic device made from Josephson 
junctions is considerably more complicated than the simple 
sandwich described earlier. In practice, a typical low-temper­
ature Josephson junction device consists of a silicon substrate 
with multiple sandwich junctions arranged on its surface, and 
a wiring pattern of additional superconducting material on top 
of the junctions. The low-temperature material considered here 
is niobium nitride (NbN). The entire device is put into some 
sort of package and immersed in liquid helium. For lack of 
better information, it is assumed here that device geometries 
for high-temperature superconductors will not change sub­
stantially from the low-temperature technology, but that YBCO 
replaces NbN as the superconductor, MgO replaces silicon as 
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Table 1 Dimensions of various material layers 

Fig. 3 Infinite square array of square Josephson junctions 

Fig. 4 A typical device showing the various material layers 

the substrate, and nitrogen replaces helium as the coolant. A 
"generic" geometry is defined below, with dimensions that 
can be varied in the analysis. 

The generic geometry considered here is an infinite square 
array of square Josephson junctions on a substrate, as shown 
in Fig. 3. Since the array is infinite, the planes midway between 
adjacent junctions are symmetry planes, and are therefore 
adiabatic. Thus, the problem can be reduced to modeling a 
single junction. The geometry of a single junction module is 
shown in Fig. 4 (not drawn to scale). The junction itself consists 
of a bottom electrode and a smaller top electrode, separated 
by an extremely thin barrier (dark region). This sandwich is 
placed on top of the substrate. The top electrode is connected 
to another superconducting layer (the wiring). The cross-
hatched regions are electrical insulation. Typical dimensions 
of the various layers for NbN technology (Spargo and Kerber, 
1989) are given in Table 1. It can be seen from the table that 
the barrier is extremely thin compared to the electrodes, and 
the electrodes are very thin compared to the substrate. 

Layer 
From Bottom to Top: 

Substrate 
Bottom Electrode 
Barrier 
Top Electrode 
Top Wiring 
Electrical Insulation 

Thickness (p.m) 

300 
0.1 
0.001 
0.1 
0.4 
0.3 

A number of simplifications are made in analyzing this de­
vice. The major ones are stated now, and will be discussed in 
the next section. The major simplifications are: 

1 The problem is treated as steady-state. 
2 The problem is reduced to consideration of the bottom 

electrode only, with specified heat input at the barrier and heat 
transfer to the substrate at the bottom face. 

3 Heat transfer from the bottom electrode to the substrate 
is modeled using an effective heat transfer coefficient, which 
accounts for all resistances between the electrode and the cool­
ant. 

Analysis 

Steady-State Assumption. During operation, Josephson 
junctions typically cycle between a resistive and nonresistive 
state. The heat generation in the barrier is therefore a periodic 
function of time, with a period on the order of nanoseconds. 
Nonetheless, a steady-state analysis can be justified. To dem­
onstrate this, a simple one-dimensional model problem is con­
sidered. In the next section it will be argued that most of the 
heat conducts downward through the bottom electrode, sub­
strate, and package to the coolant. The model problem is 
therefore chosen to consist of a slab of thickness H and thermal 
diffusivity a, which is intended to correspond in an approxi­
mate fashion to the bottom electrode, substrate, and package. 
This slab is exposed to a periodic heat flux at the upper surface, 
q" (t) = ~q"{\ + cos wt), and a specified temperature, T„, 
at the lower surface. After the initial transient has passed, the 
solution consists of a steady part corresponding to the average 
heat flux, q", and a fluctuating part corresponding to the 
fluctuating heat flux, q" cos wt. The temperature is highest at 
the top of the electrode, and the amplitude of the fluctuations 
is also largest there. Furthermore, the temperature at the top 
of the electrode governs the electrical behavior of the junction. 
For these reasons, this temperature is used as the criterion to 
determine whether the problem can be treated as steady-state. 
It can be shown that the amplitude of the fluctuating part of 
this temperature (normalized by the steady part) is a function 
of yH, where y = \Jw/2a. In particular, for yH>3, this 
function is approximated by {yflyH) ~ \ accurate to within 0.5 
percent. Now, an extremely conservative estimate of yH can 
be made by taking H to be the substrate thickness of 300 /mi 
(even though the package is orders of magnitude larger), and 
taking a to be the value for the silicon substrate at 4.2 K, 
namely a = 3 m2/s (Touloukian et al., 1970). (This is higher 
than for most materials, and is orders of magnitude higher 
than the value at 77 K.) Then, with co = 2ir/tp, where tp is the 
period (on the order of 10"9 s), (\[lyH)~{ is less than 0.1. 
This says that even for this extremely conservative estimate, 
the fluctuating part of the temperature is less than 10 percent 
of the steady part, and a steady-state analysis is therefore well 
justified. Put another way, the thermal time constant of the 
device, H2/a, is so large compared to the period of the fluc­
tuations, tp, that the fluctuations are almost completely damped 
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out, even at the location of the periodic heat input. The steady-
state temperature should then be calculated based on the time-
averaged value of the heat flux, q", not the maximum value 
that occurs when the junction is in its resistive state. 

Justification for Considering Bottom Electrode Only, i he 
heat generated in the barrier may conduct upward into the top 
electrode or downward into the bottom electrode. The parti­
tioning of the total heat generation between the two directions 
is determined by the thermal resistances in the two directions. 
In practice, the substrate is typically bonded to a heat sink or 
package, which has a large area exposed to the coolant. In this 
case, the thermal resistance is much less in the "downward" 
than the "upward" direction, and most of the heat conducts 
into the bottom electrode. This is the situation modeled here. 
However, if the upper surface of the junction were also in 
contact with a large heat sink exposed to the coolant, then the 
thermal resistances in the two directions would be comparable, 
and roughly half of the heat would conduct downward into 
the bottom electrode. It should be noted that the magnitude 
of the heat generation in junctions made from the new materials 
is not yet known to within an order of magnitude, so a factor 
of two uncertainty is not cause for concern. Later in the paper, 
the heating rate (in nondimensional form) will be varied over 
a broad range. 

Heat Transfer Coefficient at Bottom of Electrode. An ef­
fective heat transfer coefficient is now defined that describes 
the rate of heat transfer leaving the bottom of the electrode. 
This accounts for all thermal resistances between the bottom 
of the electrode and the coolant. It is defined as: 

q 

Ae\ 1 eb~ * oo) 

where Ae is the electrode area, and Teb is the temperature at 
the bottom of the electrode. Now: 

To,-T„=(Teb-Tsl) + (Tsl-Tsb)+(Tsb- Tm) (4a) 
= q[Rb + Rs+RP] (4b) 

where Tst and Tsb are the temperatures at the top and bottom 
of the substrate, respectively, Rb is the thermal boundary re­
sistance between the electrode and the substrate, Rs is the 
resistance of the substrate, and Rp is the resistance between 
the substrate and coolant, which depends strongly on the design 
of the package. The orders of magnitude of the various re­
sistances are now considered. 

1 Thermal Boundary Resistance, Rb. At very low tem­
peratures, thermal resistance occurs at the interface between 
two different substances due to phonon scattering. According 
to acoustic mismatch theory, the resistance (times area), RbAe, 
is inversely proportional to T3, where T is absolute tempera­
ture. The constant of proportionality is on the order of 10"3 

m2-K4/W for a variety of pairs of materials (Swartz and Pohl, 
1987; Swartz, 1987; Schmidt, 1977). Thus at T = 4.2 K, RbAe 

is on the order of 10"5 m2-K/W, while at T = 77 K, RbAe is 
on the order of 10~9 m2-K/W. Experimental data for a variety 
of different materials show excellent agreement with the acous­
tic mismatch theory at temperatures below about 30 K, but at 
higher temperatures the measured thermal resistances are about 
an order of magnitude higher than the predictions, that is, 
RbAe is on the order of 10"8m2-K/W at 77 K (Swartz and 
Pohl, 1987). 

2 Substrate Resistance, Rs. The substrate resistance con­
sists of a conduction resistance and a constriction resistance. 
The conduction resistance is given by i?Cond. = Hs/ksAs, where 
As = L2

S is the substrate area associated with a single junction 
(see Fig. 4). The constriction resistance is /?Const- = ^/ksLe, 
where ^ is a constant, which is order one or less for a variety 
of different geometries (Yovanovich and Antonetti, 1988). The 
ratio of these resistances is: 
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^const. *AS Le As 

-^cond. *~ls*-'e **s -**e 

The electrode dimension, Le, is typically on the order of 10 
nm, and Hs is approximately 300 ^m. Since one advantage of 
Josephson junctions is their compactness, the ratio As/Ae is 
typically not large, perhaps between 1 (the minimum possible 
value) and 10. Therefore, i?Const./̂ cond. is generally less than 
one, which says that the constriction resistance does not dom­
inate. Thus, the substrate resistance is the same order of mag­
nitude as the conduction resistance, which can be written (for 
later convenience) as: 

RsAe = ff (6) 

The thermal conductivity of silicon at 4.2 K is about 150 W/ 
m-K (Touloukian et al., 1970), and the thermal conductivity 
of MgO at 77 K is about 490 W/m-K (from the equation in 
Flik et al., 1990, which is a fit to the data of Slack, 1962). 
Thus, with As/Ae ranging once again between 1 and 10, RcAe 

varies between order 10"7 and 10"6 m2-K/W for both mate­
rials. 

3 Resistance Between Substrate and Coolant, Rp. This 
resistance depends strongly on the design of the package. A 
crude upper bound on Rp can be found by assuming that there 
is no package, that is, that the substrate is in direct contact 
with the coolant. Assuming nucleate boiling, the heat transfer 
coefficient h for boiling helium on a silicon surface is on the 
order of 104 to 105 W/m2-K (Flint et al., 1982) and for nitrogen 
it is the same order of magnitude (Merte and Clark, 1964). 
The corresponding resistance is Rp — \/hAe, or: 

R^JH t (7) 

which is at most 10"4 m2-K/W. However, a well-designed 
package could reduce this value by orders of magnitude. 

It is now possible to estimate the range of values of the 
effective heat transfer coefficient defined by equation (3). 
Equation 4(b) is rewritten here, and the orders of magnitude 
of the various terms inside the brackets are given beneath it 
(in m2-K/W): 

Teb-T^^-\RbAe + RsAe+ RpAe ] 

10"5 at 4.2 K 10"7 to 10"6 10"4 or less 
10"8 at 77 K (8) 

If the substrate is directly exposed to the coolant or if the 
package is not well-designed, the resistance Rp could dominate, 
and the total resistance could be as large as 10"4 m2-K/W. 
However, if the package is well designed, then this resistance 
could possibly become negligible compared to the remaining 
resistances. In this case, at 4.2 K, the thermal boundary re­
sistance dominates, and the total resistance is order 10"5 

m2-K/W. At 77 K, the substrate conduction resistance dom­
inates, and the total resistance could be as low as 10 ~7 m2-
K/W. The substrate conduction resistance (equation (6)) could 
be reduced still further by increasing the spacing between junc­
tions (i.e., increasing As/Ae), but this would probably be un­
acceptable from the viewpoint of compactness and the 

• associated speed. Finally, then, the effective heat transfer coef­
ficient defined by equation (3) could take on the following 
ranges: 

_ ClO4 to 105 W/m2-K, at 4.2 K 
/Jeff- j ^ 0 4 t Q 1Q7 w / m 2 . K ) a t 77 K W 

Three-Dimensional Temperature Distribution in Bottom 
Electrode. Finally, the problem has been reduced to one of 
finding the temperature distribution in the bottom electrode 
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(see Fig. 5, not drawn to scale). There is a specified constant 
heat flux into the top face of the bottom electrode over the 
barrier region. The remainder of the top and the sides are 
insulated. The bottom face loses heat to the coolant. The 
thermal conductivity will be allowed to be anisotropic, since 
this is true for YBCO. However, in the interest of simplicity, 
it is assumed that the thermal conductivity is the same in the 
x and z directions, that the electrode is square, and that the 
barrier dimension Lb is half the electrode dimension Le. Then 
the governing differential equation and boundary conditions 
are, in nondimensional form: 

dz9 dzd d't 
1 + 5 + : 

3£2 dn2 af 
=o 

At £ = 0, L: 

A t f = 0 , £ : 

30 

a* 

= 0 

30 

At )7 = 1: 

The solution is: 

Ati j = 0: — = Bi0 
ari 

0<£<-LandO<£<-£ 
1 - 2 - 1 - 2 . 
-L<£<L or -L<t<L 

(10) 

(116) 

(12a) 

(126) 

e=Q 2 S a '™ c o s x"£ c o s Xm f V^ + Xi cosh' V>^+>WJ 

+ Bi sinlr\/XJj + AJ^ 

+ 2 ^ " c o s X"?[A« cosh A„»j + Bi sinh X„r/] 

is comparable to changing the aspect ratio of the electrode, 
i.e., increasing the thermal conductivity in the x-z plane is 
equivalent to decreasing the electrode dimension Le. 

Evaluation of Critical Current. The critical Josephson cur­
rent density is determined by the temperature of the barrier, 
which is approximately equal to the temperature at the top of 
the electrode, T, (neglecting Kapitza and contact resistance 
between the electrode and barrier). If the temperature locally 
exceeds the transition temperature, then the superconductor 
(electrode) will go normal at that location. The current will 
flow only through the portion of the superconductor that re­
mains below the transition temperature, so there will not be 
any Joule heating within the superconducting material, only 
in the barrier itself. The critical current that can pass through 
the entire barrier is found by integrating the critical current 
density over the barrier area: 

I
Lj/2 / i i j / 2 

Jc(T,)dxdz 
0 J 0 

(18) 

In the interest of simplicity, a linear relationship between crit­
ical current density and temperature is assumed here. A linear 
relationship is a reasonable approximation to the BCS-type 
dependence shown in Fig. 2, in the range between Tx and Tc, 
especially for YBCO, for which TJTC = 0.84. Furthermore, 
some preliminary experimental results have shown that the 
critical current density depends linearly on temperature for a 
crack junction made from YBCO (Sugishita et al., 1987). (This 
will not necessarily carry over to a sandwich-type junction). 
At any rate, it will be assumed that JC(T) = max [f}(Tc—T), 
0], where /3 is a constant of proportionality. Then the reduction 
in critical current relative to the critical current at the coolant 
temperature is given by: 

+ 2C"> c o s X^IK cosh Xmij + Bi sinh Xmrj] 

where 

+ K B \ + " 

A„ = nir/L 

4 sin X„£/2 sin Xm L/2 

(13) 

(14) 

mm • '%/ X» + Am V ^ « + ^m sinh "\/A" + Am + Bi coshv Â  + A2, 

b„ = 
sin A„ L/2 

mrX„(A„ sinh A„ + Bi cosh A„) 

sin \mL/2 

mr\m(Xm sinh Am + Bi cosh Am) 

(15) 

(16) 

(17) 

It can be seen that the solution for the nondimensional tem­
perature 0 = (T-T<„)/(TC-Tm) depends on Bi = h^Hp/ky, 
Q = q"He/ky(Tc- r „ ) , a n d / = (Le/2He)y/ky/kx. It can be 
noted that 0 is directly proportional to Q. A different non-
dimensional temperature 6/Q could have been defined, thereby 
eliminating the parameter Q from the problem. However, the 
present nondimensional temperature is more physically mean­
ingful, since it is a measure of how close the temperature is 
to the transition temperature. Also, when it comes to evaluating 
the effect of the temperature on the critical current, the pa­
rameter Q becomes necessary, and the present nondimension-
alization is more convenient. It can also be seen from the 
parameter L that the effect of anisotropic thermal conductivity 

y n 

4 

f f f f 

a) Side View 

b) Perspective View 
Fig. 5 Bottom electrode 
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Table 2 Low and high temperature examples 

Case 

LowT c 

1st High Tc 

2nd High Tc 

3 rd High Tc 

4th High Tc 

Q 

0.00021 
0.017 
0.017 
0.00093 
0.017 

L 

50 
50 
16 

215 
50 

Bi 

0.0045 
0.0045 
0.0045 
0.0045 
0.45 

e, 
0.025 
2.02 
1.15 
0.176 
0.050 

Ic/Ic,~ 

0.975 
0.0 
0.001 
0.824 
0.950 

1.00 
0.00 0.13 0.25 0.38 0.50 0.63 0.75 0.88 1.00 

1.00 

Lb/1 rLb/2 
ic 4 rb'L r max[7;-r,,o] 

T -T 
dxdz 

Lhn -Lh/i 
(19) 

4 r^b"- r1-

Lb J0 J0 

(l-min[0„ 1]) dxdz 

It can be seen that if 6, is less than unity over the entire barrier 
area, then Ic/Ic>x is simply equal to 1 - 0„ where 8, is the average 
value of 6, over the barrier area. If 6, exceeds unity over some 
portion of the barrier area, this simple relation no longer holds. 
If 6, exceeds unity over the entire barrier area, the critical 
current will go to zero. This technique for calculating the 
critical current reduction in a superconductor due to a tem­
perature rise has been used previously by Flik and Tien (1988), 
with regard to the bulk critical current. 

Results and Discussion 

Temperature Distributions. Some sample comparisons of 
low and high-temperature superconductors are now presented. 
Table 2 shows the parameter values (Q, L, and Bi), and two 
results of the analysis, namely 6, and Ic/Ic^. Recall that 6t is 
the average value of 6, over the barrier area, and if d, is less 
than unity over the entire barrier area, then Ic/Ic^ is simply 
equal to 1 - 6,. 

First, typical values of the nondimensional parameters are 
determined for the low-temperature case. For NbN, it was 
noted earlier that the heat flux in the resistive state is of order 
105 W/m2. The time-averaged heat flux would be roughly half 
as much, or 5 x 104 W/m . The effective heat transfer coef­
ficient is taken equal to the largest plausible value, 105 W/ 
m2-K. The difference between the transition and coolant tem­
peratures is Tc- T„ = 11 K, and the geometric parameters are 
taken to be Le = 10 /un, He = 0.1 jim. After a thorough 
search of the literature, national laboratories, and private in­
dustry, we have been unable to find a value for the thermal 
conductivity of NbN in the superconducting state. Based on 
data for other niobium alloys (Touloukian et al., 1970) it 
appears that the thermal conductivity is of order 1-10 
W/m-K at 4.2 K. For simplicity, the thermal conductivity of 
NbN is taken to be 2.2 W/m-K, the value that is later used 
for YBCO. It should be noted that the problem is solved in 
nondimensional form, and the values of the nondimensional 
parameters are later varied over broad ranges, so that the 
results are not limited to this particular value for the thermal 
conductivity of NbN. Finally, then, using the above values, 
and assuming that the thermal conductivity is isotropic, the 
parameter values for the low-7; case are as given in Table 2. 

Now for the high-temperature case, the most important dif­
ference is the higher heat flux. In this first high-Tc case, the 
Biot number is held the same as for the low-temperature case, , 
since this is within the range possible for the high-temperature 
situation. The dimensions are also assumed to be the same as 
for the low-temperature case, and the thermal conductivity is 
assumed isotropic, so that L is the same as for the low-tem­
perature case. (The effects of Biot number and L will be ex­
plored later.) If the dimensions are the same, then the current 
density must scale up with operating temperature (recall equa­
tion (2)). Then the heat flux scales up with the product of 
transition temperature and operating temperature (cf. equa-

0.00 0.00 
0.00 0.13 0.25 0.38 0.50 0.63 0.75 0.88 1.00 

Heated 
Fig. 6 Isotherms at top of bottom electrode, first high-7",. case, O 
0.017, L = 50, Bi = 0.0045 

tions (1) and (2)), so the heat flux is 5 x 104-(92.77)/(15'4.2) 
= 5.6 x 106 W/m2. The thermal conductivity of YBCO is 2.2 
W/m-K at 77 K (Hagen et al., 1989). (This is the out-of-plane 
thermal conductivity. The effect of anisotropy will be discussed 
later.) The temperature difference is Tc— Tm = 15 K. Then, 
with the same dimensions as the low-temperature case, the 
parameters for the first high-rc case are as given in Table 2. 

Since the only parameter that differs between the low-rc 
and first high-7c cases is Q, and 6 is directly proportional to 
Q, there is no need to show detailed results for both cases. 
For the first high-rc case, the temperature distribution at the 
top of the electrode is shown as an isotherm plot in Fig. 6. 
Only the temperature at the top surface of the electrode is 
presented, since this is what determines the critical current. 
Because of symmetry, only one quarter of the electrode is 
shown, and the heated area is only a quarter of that. The 
temperature rise is quite large; over the entire heated area (the 
barrier area) the temperature exceeds the superconducting tran­
sition temperature (0>1). This causes the critical current to 
decrease to zero (cf. equation (19)), so that the junction would 
not be able to switch into the nonresistive state. For the low-
re case, the isotherms would look identical, but the temper­
ature is smaller by a factor of 81. In that case, the temperature 
is not elevated significantly above the coolant temperature, 
and the critical current would only be reduced to Ic/Ic,«, = 
0.975 (see Table 2). To summarize, in the low-rc case the 
critical current is only reduced by 2.5 percent, whereas in the 
first high-Tr case the critical current is reduced to zero as a 
result of the heat flux being higher by about two orders of 
magnitude. 

The thermal conductivity of YBCO is anisotropic due to the 
crystal structure. Hagen et al. (1989) measured the thermal 
conductivity of crystals of YBCO, and found that the con­
ductivity in the in-plane (ab) direction is typically four to five 
times greater than in the out-of-plane (c) direction. In addi­
tion, the thermal conductivity of a thin film is both anisotropic 
(with a higher conductivity in the plane of the film than normal 
to it) and size dependent (Flik and Tien, 1988). The thermal 
conductivities in the three coordinate directions would there­
fore depend on the orientation of the crystals and the film 
thickness. As an example, the thermal conductivity in the x-
z plane is taken to be 10 times greater than that in the y 
direction. Thus, Bi and Q remain unchanged, but L decreases 
to 16. The parameters for this second high-T^ case are given 
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Heated 
Fig. 7 Isotherms at top of bottom electrode, second high-7",. case, O 
= 0.017, L = 16, Bi = 0.0045 
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in Table 2, and an isotherm plot is shown in Fig. 7. The results 
are as expected, namely that there is enhanced conduction in 
the x-z plane, which increases the temperature in the unheated 
region and decreases the temperature in the heated region. 
However, the temperature still exceeds the transition temper­
ature over nearly the entire barrier area, so the critical current 
would be almost zero (see Table 2). 

The first high-7c case discussed earlier assumed that high-
temperature junctions could be fabricated such that the current 
density scales up with operating temperatures. Let us now 
consider what happens if instead the current density is the same 
as for low-temperature junctions. Then the barrier area will 
have to scale up with operating temperature (equation (2)). 

Maintaining the same ratio of barrier to electrode area, the 
electrode dimension must increase relative to the old value of 
10 ixm as Le = 10 (tm.(77/4.2)Vl = 43 /*m, and L = 215. If 
the current density is unchanged from the low-temperature 
case, then the heat flux does not scale up with operating tem­
perature, only with transition temperature, so q" = 5 x 
104.(92/15) = 3.1 x 105 W/m2, and Q = 9.3 x 10-4. This 
is less than five times greater than the lov/-Tc case, and is almost 
twenty times less than the first high-Tc case. The parameters 
for this third high-Tc case are given in Table 2. The reduction 
in Q is a tremendous advantage. In the first high-Tc case, 6, 
= 2.0, whereas in the third high-Tc case 0, = 0.18 (see Table 
2). In this latter case, the temperature would nowhere exceed 
the transition temperature, and the critical current would be 
reduced to Ic/Ic,a = 0.82, compared to zero in the first high-
Tc case. Therefore, from the perspective of temperature con­
trol, it is clearly advantageous to use larger electrodes with 
lower current densities, and hence lower heat fluxes. However, 
this might not be acceptable from the point of view of com­
pactness and speed. 

It is conceivable that, for the high-temperature case, the 
effective heat transfer coefficient might be two orders of mag­
nitude higher than the value assumed so far of 105 W/m2-K 
(recall equation (9)). This would mean that the Biot number 
would also be larger by two orders of magnitude, i.e., Bi = 
0.45. This is the fourth high-7",, case. From Table 2, the increase 
in Bi would cause a very significant decrease in the temperature, 
to 6, = 0.050. The critical current would only be reduced by 
5 percent, i.e., Ic/Ic,«, = 0.95. 

The effects of the parameters Bi and L will now be discussed 
in a more general manner. Figure 8 shows the value of 6, divided 
by Q, as a function of Bi and L. An increase in the Biot number 
corresponds to an increased heat transfer coefficient, and 
therefore causes a decrease in temperature. A decrease in L 
causes 0, to decrease. The reason is that a decrease in L cor­
responds to a decrease in the aspect ratio Le/He or in the 
conductivity ratio ky/kx. In either case, conduction in the x-
z plane is enhanced, causing heat to spread out more in the 
electrode, thereby reducing the average temperature over the 
heated section. However, for L greater than about 50 there is 
little effect of this parameter, except for very low Bi. 

It is also interesting to consider some limiting cases. For 
small Bi and large L, heat conducts from the barrier area 
straight through the electrode without spreading out (since 
large L implies negligible lateral conduction), and the external 
resistance dominates (due tothe small Biot number). There­
fore, T,~T„ = q"/heff, or 6,/Q = 1/Bi. This line is shown 
in Fig. 8, and the approximation is seen to hold very accurately 
for Bi less than about 0.3 and L greater than about 50. For 
small Bi and small L, the temperature rise is less than this 
simple prediction, because of enhanced conduction in the x-
z plane. As L goes to zero (still for small Bi), the heat can be 
assumed to conduct through the entire electrode area, rather 
than just the barrier area, so that Tt-T„, = q"Ab/ha{A„ or 
0 / 6 = (l/Bi)(Ab/Ae) = l/4Bi for the case considered here. 
This is seen to be reasonably accurate for L = 10 and Bi less 
than about 0.01. For Bi greater than about 0.3, the temperature 
exceeds both of these predictions, because the thermal resist­
ance of the electrode is significant and there is a nonnegligible 
temperature rise between the bottom and top of the electrode. 
For large Bi, the resistance of the electrode dominates the 
external resistance, and heat conducts straight through the 
electrode without spreading out regardless of the value of L. 
Therefore, T,-Ta = q"He/ky, or 6,/Q = 1.0. This is con­
firmed in Fig. 8 for large Bi. 

These three limiting cases are summarized in Table 3 in both 
nondimensional and dimensional form. From the dimensional 
expressions, it is clear that a large effective heat transfer coef­
ficient is desirable (as expected), since for small Bi, the tem­
perature rise decreases with increasing het{, and in the limit of 
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Table 3 Limiting cases 

Large Bi 

Small Bi, large L 

Small Bi, small L 

5i/Q 

l 

J_ 
Bi 

Ab 

AeBi 

T t-T» 

q"He qHe 

Ky KyAfc 

_5L q 
heff heffAb 

q" Ab q 

heff Ae he£fAe 

large /!eff (large Bi), the temperature rise reaches its minimum 
value of qHe/kyAb. A large value of het{ can be achieved through 
careful design of the package, and/or by increasing the spacing 
between junctions (although this latter may be unacceptable 
from the viewpoint of compactness and the associated speed). 
A large area (Ab or Ae) also reduces the temperature rise by 
decreasing the heat flux, but again this may not be an ac­
ceptable design. Finally, it can also be seen from these expres­
sions that the electrode thickness, He, has a somewhat 
complicated effect on the temperature. For small Bi, an in­
crease in He (decrease in L) decreases the temperature, due to 
enhanced conduction in the x-z plane, which causes an increase 
in the area through which heat conducts (from Ab to Ae). For 
large Bi, however, an increase in He increases the temperature, 
due to the increased temperature rise between the bottom and 
top of the electrode. The small Biot number situation is more 
typical of the low-temperature case, since the thermal boundary 
resistance is significant, but it may be possible (and essential) 
to achieve a larger Biot number in the high-temperature case. 

Reduction in Critical Josephson Current. Figure 9 shows 
the effect of the nondimensional parameters on the critical 
Josephson current. A value of Ic/Ic,„ of unity means that the 
critical current is equal to its value at the coolant temperature, 
that is, no reduction in critical current has occurred due to 
self heating. A value of /c//C|0o of zero means that the tem­
perature at the barrier has everywhere exceeded the critical 
temperature, and therefore the critical current has gone to zero. 
In other words, the junction will not be able to switch to the 
nonresistive state. Curves are shown for Q = 2.1 x 10-4 and 
1.7 x 10~2, the representative values for low and high-tem­
perature superconductors, respectively. The trends are as ex­
pected, namely that there is a far greater reduction in critical 
current for the larger value of Q, and that an increase in Bi 
or a decrease in L is advantageous in avoiding a reduction in 
critical current. The reduction in critical current can be sub­
stantial, especially for the high-temperature case, and therefore 
it is essential to address thermal issues in the design of Jo­
sephson junction devices made from high-temperature super­
conductors. 

Conclusions 
The thermal aspects of a Josephson junction have been in­

vestigated. The situation considered is fairly general, since the 
combination of coolant, package, substrate, and thermal 
boundary resistance is represented by an effective heat transfer 
coefficient, which can take on a wide range of values. The . 
temperature distribution and resulting reduction in critical Jo­
sephson current were calculated as functions of the nondi­
mensional parameters Q, L, and Bi. The parameter Q has the 
largest effect, since the temperature rise is proportional to Q. 
The Biot number also has a large effect, since for small Biot 
(Bi less than about 0.3) the temperature rise is inversely pro­
portional to Bi. The parameter L has a lesser effect; this pa­
rameter must be less than about 50 for enhanced conduction 
to play a significant role in reducing the temperature rise, and 

0.001 0.01 0.1 1 

Bi 
Fig. 9 /„ //„,„, as a function of Q, Bi, and £ 

even then the effect is not huge. The ratio of temperature rise 
for infinite L to the temperature rise for L = 0 is Ae/Ab, which 
is typically not a large number (the value four was used as an 
example in this paper). 

The main difference between Josephson junctions made from 
low and high-temperature superconductors is that the high-
temperature junctions are expected to have a higher value of 
heat flux. If the heat flux is in fact larger by two orders of 
magnitude, great care will have to be taken to ensure that the 
critical Josephson current is not adversely affected. Fortu­
nately, in the high-temperature situation the Kapitza resistance 
is not dominant, and with careful design it may be possible to 
increase the effective heat transfer coefficient by orders of 
magnitude over the low-temperature case (as explored in the 
fourth high-Tc case). However, it may only be possible to 
achieve such a large effective heat transfer coefficient by spac­
ing the junctions farther apart. Alternatively, by enlarging the 
junctions the heat flux can be lowered (for the same heating 
rate), as in the third high-7; case. Both of these alternatives 
would reduce the compactness of Josephson junction devices, 
which would reduce their electrical speed. As demonstrated by 
the second high-rc case, a larger thermal conductivity in the 
plane of the electrode yields only a minor improvement. If the 
Biot number is less than about 0.3, some advantage can be 
gained by increasing the electrode thickness, which enhances 
lateral conduction in the electrode. However, for larger Bi, 
the increase in temperature rise between the bottom and top 
of the electrode outweighs the advantage of enhanced lateral 
conduction. 

In conclusion, this analysis of heat transfer in Josephson 
junction devices indicates that, for junctions made from high-
temperature superconductors, the temperature rise may be suf­
ficient to cause unacceptable reductions in critical current. 
These problems can almost certainly be overcome (since they 
are less severe than for semiconductor devices), but it may be 
at the expense of certain of the supposed advantages of Jo­
sephson junctions, such as their compactness and associated 
speed. 
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Electrostatic Cooling of a 
Horizontal Cylinder 
The effects of corona wind on the heat transfer rate from a heated horizontal cylinder 
are described. Corona discharge and a corona wind are developed when a high 
voltage is applied to an electrode (emitter) near a grounded surface. In this study 
the corona wind is directed toward the lower region of the grounded cylinder by 
placing either a positively charged single-wire emitter or multipoint emitter parallel 
to and directly below the heated cylinder. Heat transfer rates from the heated cylinder 
under free convection conditions with and without a corona wind are obtained by 
measuring the power input to the cylinder. Free convection rates are also obtained 
from interferometer photographs. Free convection heat transfer rates are increased 
several times by the corona wind. 

Introduction 
Numerous studies have been conducted on the effects of 

electrostatic fields on free convective heat transfer rates. Many 
of these studies have shown that corona discharge resulting 
from intensive electrostatic fields around various types of elec­
trodes/emitters (sharp points or small diameter wires) enhances 
the free convective heat transfer rate from adjacent surfaces. 
Emitters have been located on the surfaces or near the surfaces, 
either within or outside the thermal boundary layers. The co­
rona wind, which develops from these intense electrostatic 
fields, is caused by the Coulomb force exerted on the ions and 
collisions of ions and neutral molecules of gas as described by 
Yabe et al. (1978), which extends the work of Robinson (1961) 
and Velkoff (1962). As a result, corona wind can provide 
significant cooling in free convection and is particularly ad­
vantageous if other means of cooling are inappropriate or not 
available. 

Examples of studies related to increases in the free-convec­
tion heat transfer rate on vertical surfaces include those of 
Marco and Velkoff (1963), O'Brien and Shine (1967), and 
Franke and Hudson (1984). These investigations involved the 
cooling of heated surfaces with discharge electrodes (emitters) 
composed of stretched-wire or multipoint electrodes. While 
the studies showed significant increases in heat transfer rates, 
the geometric configurations were such that the corona wind 
did not always provide the best possible flow enhancement. 

The purpose of this study was to enhance the flow around 
a horizontal circular cylinder in air by corona wind and de­
termine the effect on the free convection heat transfer rate. 
The cylinder was maintained at ground potential with respect 
to a positive high-voltage emitter. Corona discharge occurred 
on the emitter, allowing a corona wind to develop between the 
emitter and the cylinder and act like a jet of air directed at 
the cylinder from below. Baseline free convection heat transfer 
rates were calculated and determined experimentally. Increases 
in the heat transfer rate from the cylinder were determined 
quantitatively by a heat-balance method and qualitatively with 
a Mach-Zehnder interferometer. 

Experimental Apparatus 
The experimental apparatus consisted of a heated horizontal 

cylinder, heater circuit, instrumentation and controls, high-
voltage apparatus and emitters, Mach-Zehnder interferometer, 
camera system, and a system for blowing air. 

The 2.5-cm-dia cylinder was 25 cm long and was constructed 
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revision received February 11, 1991. Keywords: Augmentation and Enhance­
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from 2024 aluminum with the surface machined to a smooth, 
nearly polished finish. The cylinder was suspended by cotton 
cord in the test section of the interferometer. The cylinder was 
constructed in two halves with a center cavity to facilitate 
installation of a coiled, nichrome-wire heater element and ther­
mocouples. The heater was connected to an a-c circuit that 
contained a variable transformer and a digital multimeter. 

The surface temperature of the cylinder was measured with 
twelve, 30-gage, copper-constantan thermocouples located 1.9 
mm below the cylindrical surface. The thermocouples were 
located 90 deg apart, four at each end and four at center span. 
The thermocouple readings were weighted to account for the 
lower temperatures at the ends of the cylinder in determining 
the average temperature of the cylinder. Two additional ther­
mocouples were used to measure the ambient temperature in 
the test section. The thermocouples were connected to an au­
tomated data acquisition system consisting of a scanner, system 
controller, and a digital voltmeter. 

The Mach-Zehnder interferometer had 20-cm-dia optics and 
a light source consisting of a 100-W mercury vapor lamp with 
a Wratten No. 77A filter. Interference photographs were ob­
tained with a Polaroid camera back and Type 42 film. A high-
voltage d-c power supply was used to provide the high voltage 
to the emitters at a positive potential with respect to ground. 
The emitter voltage and current were measured with an elec­
trostatic voltmeter and a microammeter. 

Two types of emitters were used to establish the corona 
discharge: a single stretched-wire emitter and a multipoint emit­
ter. The emitters together with the test cylinder are illustrated 
in Fig. 1. The wire emitter was either nichrome wire with a 
diameter of 0.32 mm or chromel wire with a diameter of 0.1 
mm. The emitter wire was mounted and stretched between two 
copper rods parallel to the axis of the cylinder. The distance 
between the emitter and the cylinder was varied from 6.4 to 
31.8 mm. 

The multipoint emitter consisted of 21 0.1-mm-dia by 6.3-
mm-long chromel wires mounted in 3-mm-dia by 0.1-m-Iong 
copper rods that were, in turn, mounted in a Plexiglas holder. 
The wires were spaced 12.7 mm apart and positioned beneath 
the cylinder as shown in Fig. 1. 

A jet of air from a wedged-shaped plenum was also directed 
at the cylinder to compare its effect with that of the corona 
wind. Each side of the plenum was 30 cm square. The sides 
converged from a base width of 10.5 cm to form a slot 0.4 
mm wide and 30 cm long. The slot was positioned below the 
cylinder at distances from the cylinder equivalent to the emitter-
to-cylinder spacings. Air input to the plenum was through two 
quick-disconnect fittings at the base of the plenum. The pres­
sure near the plenum base was measured with a 0-172 kPa 
(gage) pressure transducer. The air velocity was measured with 

544 / Vol. 113, AUGUST 1991 Transactions of the ASME 

Copyright © 1991 by ASME
Downloaded 15 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



D = 2.5 cm 
L = 25 cm 

s WAS VARIED BETWEEN 
6.4 AND 31.8 mm 

CYLINDER WITH STRETCHED-WIRE 
EMITTER (d = 0.1 AND 0.32 mm) 

CYLINDER WITH MULTIPOINT 
EMITTER (d = 0.1 mm) 

Fig. 1 Test contiguralions 

a calibrated direct-reading air flow meter. The meter is designed 
to measure velocities in ducts or in open spaces. The meter 
was also used to measure the corona wind velocity. 

Energy Balance and Calculation Procedure 

Experimental Procedure. The cylinder was heated to a fixed 
AT by adjusting the variable transformer in the a-c heater 
circuit. The total heat transfer rate in free convection Q,0 and 
any increase in heat transfer rate AQ, due to electrostatic corona 
discharge were determined from a-c power input measurements 
with and without corona discharge while maintaining a con­
stant surface-to-ambient temperature difference AT. The in­
crease in heat transfer AQ„ at constant AT, was determined 
from changes in heater current since the heater resistance R 
was assumed constant. In equation form 

AQt=Qt-Qt0 = RA{I2) (1) 

The temperatures were monitored by the data acquisition 
system, which was programmed to sample each thermocouple 
sequentially, measure its voltage, and compute a temperature. 
The measured temperatures were then automatically weighted 
to obtain an average temperature difference between the cyl­
inder and ambient. 

With the interferometer, the heat transfer rate was deter­
mined by measuring the spacing of the fringes on an interfer-
ogram at a number of locations around the cylinder. The 
temperature gradients were then obtained from the fringe spac­
ing, and the average heat transfer rate from the cylinder was 
obtained from the average of the gradients around the cylinder 
(Kennard, 1932). These measurements were only possible in 
the free convection case, because with electrostatic corona 
discharge the boundary layer became too thin to obtain ac­
curate measurements. 

Calculation Procedure. The heat transfer rate from the 
horizontal cylinder without electrostatic corona discharge was 
obtained by the two experimental methods previously described 
and also by calculations based on available free convection 
heat transfer equations given by, for example, Kreith (1958) 
and Rohsenow and Choi (1961). The total heat transfer rate 
Qt0 from the cylinder in free convection includes that due to 
convection and radiation from the cylindrical surface (Qco and 
Qro) and from the ends (Qeo): 

Qw=Qco+Qro+Qeo (2) 

The free convection part of the heat transfer rate Qco is given 
by 

Q„ = MA7- (3) 
where the average convection coefficient h0 for a long cylinder 
is given by 

Ao = | (0.53)(Gr f lPr)1 / 4 (4) 

The radiation heat transfer rate for a small gray body of con­
stant emissivity in black surroundings was calculated in the 
accepted way using the fourth power of temperature. The heat 
transfer rate from the ends was calculated assuming small 
vertical plates. 

With electrostatic cooling, the total heat transfer rate Q, is 
determined by Qc, Qn and Qe: 

Q,= Qc+Qr+Qe (5) 
Since the temperature of the cylinder was held constant during 
the tests, it was assumed the heat transfer rate from the cy­
lindrical surface due to radiation and the total heat transfer 
rate through the ends did not change; i.e., Qr = Qro and Qe 
= Qeo. Therefore, the increase in heat transfer rate due to 
electrostatic cooling results from an increase in convection heat 
transfer about the cylindrical surface. From Eqs. (1), (2), and 
(5) 

AQ/ = Qc-Q» (6) 
By dividing Eq. (6) by Eq. (3), the increase in heat transfer 
rate can be_expressed as a ratio of the average convection 
coefficient h to the average free convection coefficient h0, 
which becomes 

h/h0=\+AQt/QC0 (7) 

when A and AT are constant. 

Results and Discussion 

Free Convection. The convection heat transfer rate Qco 
from the cylinder at a AT0 of 27.8°C was calculated as 4.34 
W using Eqs. (3) and (4). The corresponding average Nusselt 

Nomenclature 

GrD = 

NUn = 

A = area 
cp = specific heat at constant pres­

sure 
D = cylinder diameter 
d = emitter diameter 
E = electrostatic potential, d-c 
g = acceleration due to gravity 

TD = Grashof number = gj3A7X>V 
„2 V 

h = average convection coefficient 
= QC/AAT 

I = electrical current, a-c or d-c 
k = thermal conductivity 
L = cylinder length 

P 
Pr 
Q 

Qro 

R 
Refl 

5 
T 

AT 

V 
P 
e 

average Nusselt number = 
hJD/k 
emitter power = EI, d-c 
Prandtl number = ficp/k 
heat transfer rate 
radiation heat transfer rate = 
aeA{Ti-Tt) 
electrical resistance 
Reynolds number = pVD/(x 
emitter-to-cylinder spacing 
temperature 
temperature difference = 
T —T 
velocity 
thermal expansion coefficient 
emissivity 

H = dynamic viscosity 
v = kinematic viscosity 
p = density 
a = Stefan-Boltzmann constant 

Subscripts 
ambient a 

c 

e 
o 

r 
t 

w 

convection (cylindrical sur­
face) 
ends of cylinder 
no electrostatic field (free 
convection) 
radiation (cylindrical surface) 
total 
surface of cylinder 
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Fig. 4 Effect of multipoint emitter voltage and spacing on heat transfer
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Fig. 6 Interferometer photographs of effect of corona wind on the ther·
mal boundary layer with stretched·wlre emitter (d = 0.1 mm, s = 12.7
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dia emitter are shown in Fig. 5. Increases in emitter voltage
beyond breakdown increased the current, the corona wind,
and the heat transfer rate from the cylinder.

Interferometer photographs illustrating the thermal bound­
ary layer around the cylinder at selected values of emitter
voltage are shown in Fig. 6. The photographs are for the 0.1­
mm-dia wire emitter at an emitter spacing of 12.7 mm and
correspond to the upper curve in Fig. 2. No effect on the
boundary layer was observed until breakdown voltage was

SINGLE STRETCHED·WIRE
EMITTER (d = 0.32 mml

EMITTER·TO·CYLINDER
SPACING. 5. mm
'V 6.4
o 12.7
D. 19.1
o 25.4
o 31.8

number NUn was 7.2 and the heat transfer coefficient lio was
7.7 W/m2K.

The radiation heat transfer rate Qro from the aluminum
cylinder based on an emissivity of 0.07 was calculated to be
0.27 W. The heat transfer rate Qeo from the ends of the cylinder
was calculated as 0.23 W. Together, the radiation and end
losses amounted to 0.5 W. Thus, the calculated total heat
transfer rate from the cylinder in free convection was QIO =
4.84 W. This calculated value was within 2 percent of the
measured heater power input rate of 4.91 W. Also, almost 9D
percent of the heat transfer was by convection from the cy­
lindrical surface.

The average heat transfer rate from the cylinder in free
convection measured with the interferometer was 4.6 W. This
value also compares favorably (within 6 percent) with the cal­
culated convection rate of 4.34 W. This is quite good consid­
ering the effect of the thermal boundary layer from the ends
of the cylinder on the measurement. With the relatively good
agreement between the experimental and calculated values, the
free convection baseline values appear reasonably accurate.
This also substantiates that the radiation and end losses were
relatively small compared with the convection heat transfer
from the cylindrical surface.

Corona Wind. Heat transfer results for three different
emitters are shown in Figs. 2-4 for several different emitter­
to-cylinder spacings. The results are presented in terms for the
ratio Ii/lio as a function of emitter voltage. Increases in heat
transfer rate as high as five to six times the free convection
rate were obtained. The amount of increase depended on the·
emitter-to-cylinder spacing and the emitter voltage. The shapes
of the curves were similar for all test configurations.

In all cases, a voltage greater than breakdown voltage was
required before the heat transfer rate was affected. The break­
down voltage is considered as that value of voltage when cur­
rent begins between the emitter and the cylinder. The
breakdown voltage decreased as emitter diameter was de­
creased and as the spacing between the emitter and the cylinder
was decreased. Voltage-current characteristics for the D.l-mm-

°OL-'---2'----'---'4'----L-.16--'---~8--'---:1l.c:O-'---,J12:----L-:'14:---'--~16

EMITTER VOL TAGE. E. kV

Fig. 3 Effect of wire emitter voltage and spacing on heat transfer rate
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Fig. 9 Cooling effectiveness of corona wind, blowing air jet, and uni­
form air flow 

reached. At an emitter voltage of 6 kV and above, the boundary 
layer on the lower surface of the cylinder is visibly thinner, 
indicating increased temperature gradients and increased heat 
transfer rates. At voltages at 12 kV and above, a thermal effect 
of the electrostatic discharge below the cylinder can be seen 
in the photographs. The emitter cannot be seen in the pho­
tographs because the brackets holding it block it from view. 
The slight asymmetry for the 8 kV case in Fig. 6 was probably 
due to a small ambient disturbance at the instant the photo­
graph was taken. 

The heat transfer results in Figs. 2 and 4 are correlated with 
emitter current and power in Figs. 7 and 8, respectively. For 
a given emitter the heat transfer rates are relatively independent 
of emitter-to-cylinder spacing. Also, for a given current or 
power level, the multipoint emitter was more effective than 
the wire emitter in increasing the heat transfer rate. Even at 
the highest emitter power input, the power requirement was 
still less than the increase in heat transfer rate. 

The corona wind velocity was measured at 12.7 mm from 

the wire without the cylinder present for various values of 
voltage. The discharge was realized in this case by grounding 
the probe of the direct-reading air flow meter. By correlating 
the voltage with those in Fig. 2, corresponding heat transfer 
rates were related to velocity (Fig. 9). Correlation of the results 
in Fig. 9 with those in Fig. 7 shows that the ratio of V/^/l is 
relatively constant over the range shown. These results agree 
with those of Yabe et al. (1978), who found that the velocity 
of the corona wind increased with the square root of current. 
Thus, the results in Fig. 7 suggest that the multipoint emitter 
was more effective in increasing the velocity of the corona 
wind for a given current. 

Blowing Air Jet. The effectiveness of blowing air issuing 
from a slot approximately 0.4 mm wide and 30 cm long on 
cooling the cylinder was obtained over a range of air velocities 
up to approximately 3 m/s. The velocities were measured at 
12.7 mm from the slot over a range of plenum pressures without 
the cylinder present. The same pressure conditions were re­
established in the plenum with the cylinder present and heat 
transfer rates were obtained. The cooling effectiveness of the 
blowing air jet is shown in Fig. 9. For an equivalent velocity, 
the heat transfer rate of the air jet was approximately the same 
as that of the corona wind. Based on measured velocity, the 
Reynolds number ReD ranged up to approximately 5000 at 3 
m/s. 

Heat transfer rates given by Kreith (1958) for uniform air 
flow over a 2.54-cm-o.d. pipe are also plotted in Fig. 9. The 
heat transfer rates with uniform air flow were somewhat higher 
than those obtained with the corona wind and the blowing air, 
as shown in Fig. 9. This higher heat transfer rate might be 
expected since the velocities measured with the corona wind 
and the air jet were centerline or maximum velocities. The 
results of Yabe et al. (1978) are also of interest here. Yabe 
measured the dynamic pressure due to the oncoming flow on 
a 0.1-m-square flat plate located 0.02 m above the wire and 
found that a corona wind velocity of 1.4 m/s at centerline 
decreased to an estimated 0.8 m/s at 0.013 m from the cen­
terline. The velocity magnitudes found by Yabe are in the same 
range as those in this study. Also the distance from the cen­
terline noted above is equivalent to the radius of the cylinder 
in this study. The overall agreement of the three methods 
indicates that corona wind cooling is somewhat similar to air 
jet cooling and to air in uniform crossflow over a cylinder for 
the range of velocities considered. 

35 Conclusions 
Heat transfer rates from a horizontal cylinder were increased 

as much as six times the free convection rate by electrostatic 
cooling. No increase in the heat transfer rate was observed 
until breakdown voltage occurred and there was a current 
between the emitter and the cylinder. Emitter size and distance 
from the cylinder affected the value of the breakdown voltage 
and the heat transfer rate. For a given emitter, the heat transfer 
rate varied with emitter current or power. Compared with the 
stretched-wire emitter, the multipoint emitter was more effec­
tive in increasing heat transfer rates at a given power level. 
For the same velocity, the heat transfer rates due to air jet 
cooling and electrostatic cooling were approximately the same. 
Based on the heat transfer results, the velocity of the corona 
wind was found to increase with the square root of the current. 
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Inverse Heat Conduction 
Applied to the Measurement of 
Heat Transfer Coefficient on a 
Cylinder: Comparison Between an 
Analytical and a Boundary Element 
Technique 
A new method using either an analytical or a boundary element inverse technique, 
is developed for measurement of local heat transfer coefficients. The direct model 
calculates the temperature field inside a cylindrical pipe. This is submitted to a given 
heat transfer coefficient angular profile on its outer radius and on an uniform 
temperature on its inner radius. Experimental temperature measurements inside the 
cylinder are processed by two techniques. Their results are very close and coherent 
with those of other authors. Variation of the cylinder conductivity with temperature, 
implemented by the boundary element technique, seems to show that the averaging 
of its value yields a regularization effect. 

1 Introduction 
Measuring the local heat transfer coefficient h by a direct 

method between a point M on a wall and a fluid at temperature 
Te, poses a difficult problem: One has to measure at the same 
spot both a wall temperature Tand a heat flux Q, which passes 
through section of area AS centered at M as shown in Fig. 1. 

In the case of cylindrical geometry, typical of a crossflow 
heat exchanger for instance, this problem is easier to solve 
since the sensor section can be moved by revolving the cylinder. 
Heat flux is generally produced by an electrical resistance. This 
is either a metal foil rolled around the cylinder (uniform heat 
flux density) as used by Zukauskas and Ziugzda (1985) or it 
is located at M with guard rings, compensation resistances, 
and heat generation on the cylinder axis; see Martin and Gosse 
(1968). In these experiments the probe is unable to measure 
the local wall temperature with precision if it is not uniform. 
Moreover heat loss evaluation proves to be difficult. 

Another method has been recently developed by Maillet and 
Degiovanni (1989). It involves estimating the Fourier boundary 
condition on the outer surface of the cylinder (the h coeffi­
cient), starting from temperature measurements inside the cyl­
inder and a known boundary condition on an inner surface. 
This inverse conduction method is based on an analytical so­
lution of the energy equation. It has been successfully tested 
on experimental temperature measurements. Its main limita­
tion stems from the linear character of the direct model used. 
The purpose of this paper is to examine whether a nonlinear 
phenomenon—a temperature-dependent conductivity of the 
cylinder material—has a significant effect on the transfer co­
efficient profile on the cylinder. The results of Maillet and 
Degiovanni are compared with results obtained from the same 
experimental measurements using a boundary element solution 
developed by Pasquetti and Le Niliot (1990). 

The direct model for both techniques will be presented first. 
The inverse problem will then be examined and the two in­
version procedures will be implemented starting from the same 
experimental measurements. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 12, 
1990; revision received February 1, 1991. Keywords: Conduction, Measurement 
Techniques, Numerical Methods. 

2 Direct Heat Transfer Problem 
Temperature Tata point P inside a cylindrical pipe, limited 

by two surfaces of radii r^ and r2, is sought as a function of 
polar coordinates (r, $) as shown in Fig. 2. A uniform tem­
perature T\ is fixed on the inside radius rx and a heat transfer 
coefficient h, which varies with angle $, is given on the outer 
radius r2. We were interested in cases where h shows a symmetry 
with respect to the plane $ = 0. 

Analytical Solution. The temperature field is the solution 
of the heat equation associated with its boundary, parity, and 
periodicity conditions: 

dr 
' 13T 1 d'T 
~+'r dr + r2 d$2 = 0 (1) 

h = 
Q/AS 
T-T« 

Fig. 1 Direct measurement of local heat transfer coefficient 

Fig. 2 Model geometry 
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(T even function in $ (2) 

, T periodical of period 2-w in $ (3) 

, r = r , at r = r, (4) 

at r = r2 (5) • * ^ = A ( * ) [ r - r j 

Condition (5) forbids the use of the method of separation 
of variables because of the nonconstant value of coefficient 
h. 

To overcome this difficulty it is possible to use the "interface 
flux method" already tested by Degiovanni et al. (1984). This 
is close to the "Heat-Flux-Based Unsteady Surface Element" 
method developed by Keltner and Beck (1981) in the transient 
regime. It consists, first, in fixing a condition of variable heat 
flux density <p ( = Q/AS) at the outer surface and writing 
condition (5) in the following way: 

,dT 
•k— = 

dr <P (*) (5) 

This problem can then be solved, temperature T being ex­
pressed in terms of the function p (*). This heat flux density 
can be expressed in terms of the known function h ($), using 
the equality of the right-hand terms of Eqs. (5) and (6). 

In order to make condition (4) homogeneous we made a 
change of function: 

fl (r, # ) = 7 1 - r ( r , $ ) (7) 

The problem is now linear, with constant coefficients, and 
is homogeneous. It can be solved by separation of variables 
(see Ozisik, 1980): 

with 

6 (r, $) = /x]>]«„ 8n(x)cos n * 

H = 2r2/kir x = r/r2 e = ri/r2 

go(x)=-ln (x/e) 

(8) 

gnW 
1 X2"-^" . 

i f « > l 

a„= <p ( * ' 

nx" l + e 2 n 

) cos n $ ' d$' (9) 

The function <p is the solution of the following integral equa­
tion: 

<p(3>) = h($)[de-82 (*)] (10) 

with 

It can be put as follows: 

Q(# , $ • > ( * ' ) tf*' + v(*) = <VK*) 

with 

Q($, j>')=/i(#)y^gn(l) cos «<£ cos « $ ' 
n = 0 

This problem is solved in the particular case where <p is a 
piecewise constant function of angle * on N intervals: 

Nomenclature 

coefficient in direct ana­
lytical model (DAM) 

A 
B 

Bi 
C 
c 
d 
e 

eh 

E,F,M 
gn 

GG'^i 

HH') 
h 

k 
K 
L 

L' 

N 

Ni 

N2 

n 

P 
P 

= 
= 

= 
= 
= 
= 
= 
= 
= 
= 

— 

= 

= 
= 
= 

= 

= 

= 

= 

= 

= 
= 

DAM matrix 
inverse analytical model 
(IAM) matrix 
Biot number = hmr2/k 
DAM matrix 
specific heat 
vector in DAM 
coefficient in DAM 
norm in IAM 
matrices 
coefficient in DAM 

BEM matrices 

local heat transfer coeffi­
cient 
thermal conductivity 
Kirchhoff transformation 
number of boundary ele­
ments in BEM 
number of domain inter­
nal points in BEM 
number of surface inter­
vals in DAM 
number of equations in 
BEM 
number of unknowns in 
inverse BEM 
outward pointing normal 
unit vector 
vector in IAM 
vector in IBEM 

Q = 
Q = 

r = 
R = 

Rf = 

S,S' = 
T, T = 

U = 
u = 

X = 

X = 
x.x = 

xT, xr — 
y = 

y = 

r = 
&ij = 

^M = 
A = 
e = 

e = 

p 

temperature normal deriv­
ative 
wall heat flux (/• = r2) 
vector-temperature normal 
derivative 
radius 
regularization matrix in 
IBEM 
temperature residual in 
IAM 
least-square sums 
temperature and tempera­
ture vector 
matrix in IBEM 
vector in Analytical Model 
(AM) 
reduced radius = r/r2 

sensitivity matrix in AM 
vector of the unknowns 
and its estimate in IBEM 
sensitivity coefficients 
measured temperature vec­
tor 
coefficient in BEM 
regularization coefficient 
domain boundary in BEM 
Kronecker symbol 
Dirac impulse at point M 
variation, or Laplacian 
temperature error vector 
temperature difference 
(71 -T) 
coefficient in DAM 
mass density 

$, * ' = polar angle 
* = polar angle vector 

<p, <p = wall heat flux density (r 
= r2) and corresponding 
vector 

\j/ = function: case of tempera­
ture-dependent conductiv­
ity 

V = nabla operator 

Subscripts 

0 = relative to measurement 
radius 

1 = denotes cylinder internal 
radius 

2 = denotes cylinder external 
radius 

e = denotes gaseous environ­
ment 

m = average value over bound­
ary (perimeter) 

M = relative to point M 
e = depending on the meas­

urement noise 
depending on the regulari­
zation coefficient 

y = 

Superscripts 

t = 
c = 

Green function 
estimated value 
average value over one 
boundary interval in DAM 
transpose of a matrix 
one-dimensional corrected 
value 
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<p($) = <Pi for $ , _ ! < $ < *, 

with 
$; = n/N and 1 < f < TV 

The a„ coefficients can then be expressed using Eq. (9) and 
the discrete values <?,. Temperature 6 is thus a linear combi­
nation of these <pi's: 

N 

0(r, # ) = 2 > ( * , $ ) ? , = d'* (11) 
;=o 

The average heat transfer coefficient on each interval is 
hi = <Pi/(de-e2i) (12) 

The average temperature 02; on interval number / is calculated 
by integration of Eq. (11) at the outside radius (x= 1): 

N 

hi=YtCVPj (13) 
y=i 

Equations (12) and (13) show that the heat flux densities <pt 
are the solution of the following equation: 

A<p = u (14) 

with 
Au=( Cu + 8ij/hj)/6e f or 1 < i < N 

H,= 1 and l<j<N 

by being the Kronecker symbol. 
The approximate solution of the direct problem is thus: 

6(r, *) = d'/l"1u (15) 

Boundary Element Solution. In this section continuous and 
discrete expressions of the boundary element method (BEM) 
are reviewed in the case of the Laplace equation (AT= 0). The 
extension of this method is also considered for the case of a 
temperature-dependent conductivity. 

Let us consider a domain 0 of boundary Y. For linear steady 
heat conduction, the fundamental equation of BEM is derived 
starting from the fact that the integral of the product of the 
residual of the Laplace equation by a weight function T* must 
be equal to zero. It can be shown (see Brebbia, 1978) after 
double integration of this expression and the choice of a Green 
function for T* that any point M of Q verifies: 

a TM+ [ Tq*dY=\ qT*dY (16) 
Jp Jp 

with q — bT/dn; a—\ if Mbelongs to fi without being located 
on Y; a = 0.5 if M belongs to Y and if Y is smooth on a 
neighborhood of M. T* is any function such that: 

AT* +5M=0 (6M: Dirac impulse at point M) 

T* (P; M) is the so-called "fundamental solution" and q* 
stems from its derivative; both expressions depend on the di­
mension of the space of fi and on the distance r between points 
M and P. It can be shown (see Carslaw and Jaeger, 1959) that 
in our two-dimensional case one can choose 

T*=^ln(\/r) « ' = v r . n = - ^ 

n is the normal outer unit pointing vector. 
Only boundary integrals are present in Eq. (16), which means 

that only a mesh of Y under the form of "boundary elements" 
is necessary. The simplest way to proceed is therefore to assume 
uniform temperature 7} and flux qj on each element I). The 
definitions of coefficients Hy and G,v are 

Hu= \ q*(P; M,)dY G;/ = \ T* (P; M,)dT 

leading to the following form of Eq. (16) for boundary element 
/', L being the total number of elements: 

Z 7 = 1 7=1 

This equation can be written for each element of Y. Intro­
ducing matrices H and G such as: 

[Hlu^H.j + ^j and [G],, = G;, 

leads to the construction of the following system of algebraic 
equations: 

M ^ G Q (17) 

In the case of the direct problem, taking boundary conditions 
into account allows a separation between data and unknowns. 

If unknowns are gathered into an X vector, Eq. (17) can be 
rewritten under the form of a system of linear equations whose 
solution is X. Once this system is solved, T and Q are known 
and it is possible to determine temperature at any internal point 
M' introducing coefficients H'u and GJy as already defined, 
but with a= 1 instead of a = 0.5: 

7 = 1 7=1 

This equation, written at L' internal points, can be shown 
as follows, using matrices H' and G' of elements H\j and 
G'u-

T' = -H' T + G' Q (18) 
If thermal conductivity depends on temperature the problem 

becomes nonlinear in the domain. The use of Kirchoff trans­
formation allows return to the linear case: 

]p = K(T)= \ k(T')dT' 
Jo 

with its consequence on the heat equation: 

V(Ar V T)=AiP 
The use of Kirchoff transformation substitutes a mixed non­

linear boundary condition to the Fourier condition of our 
problem. But this type of condition is no harder to handle by 
BEM than by any traditional numerical method, because the 
variables are located precisely at the boundary. Our approach 
uses local linearization, which means, after discretization, lin­
earizations specific to each boundary element; see Pasquetti 
and Caruso (1990). 

Direct Model Results. The analytical direct model was 
tested for a function h (*) representative of crossflow con-
vective cooling of a cylinder in the subcritical regime: constant 
value equal to 250 Wm^KT1 on [0, 40 deg] followed by a 
linear decrease until 100 Wm"2K"' on [40, 80 deg] and a linear 
increase until 200 Wm"2K_1 on [80, 180 deg]. * = 0 is the 
direction of the upstream flow and the parameters are 

r! = 8mm r2=16mm fc = 0.26 Wm-'K"1 0e=4O°C 
An inner temperature profile obtained by the analytical so­

lution for a radius r0 equal to 14 mm was plotted in Fig. 3 for 
a choice of 18 intervals. It should be noted that temperature 
variations can be measured (about 2.5°C amplitude). It has 
been shown that the sensitivity to the number of intervals is 
weak for this optimum value of TV; when N was given the 
successive values 5, 9, 18, and 36, the maximum temperature 
difference was reduced from 0.15 to 0.12 and then to 0.02°C, 
while the mean quadratic difference was reduced from 0.072 
to 0.030 and then to 0.005°C. 

The temperature profile obtained from the boundary ele­
ment solution was very similar to the previous one, differences 
being always lower than 0.05°C for a single angle. 
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Fig. 3 Results of the direct model 
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Fig. 4 Wall sensitivity coefficient Xlt 

We can notice that Eq. (13) gives us a valuable insight into 
the difficulty of separate measurements of AT and <p at the 
wall. By use of the Beck and Arnold method (1977) we can 
define the sensitivity coefficient Xu of the average wall tem­
perature 02,- on the rth interval to the average heat flux density 
Ipj at the y'th interval: 

(19) 

This sensitivity coefficient is independent of the boundary 
conditions of the temperature field in the cylindrical pipe, the 
problem being linear in <p. We plotted Xtj for nine intervals, 
a shape factor e of 0.5 and preceding values of radius r2 and 
conductivity k in Fig. 4. It shows the rather strong thermal 
coupling between different sections at the outer surface of the 
cylinder when the Biot number Bi ( = r2hm/k) is high enough. 
<Pj can be normalized by <pm and 02, by de in Eq. (19). The 
average heat transfer coefficient hm is defined in the following 
way: 

hm = <pm/(ee-e2m) (20) 

<pm and 62m being the average values of <p and 62 on [0, TT]. 
The dependence of Xu on angle $,- for different values of / 

andy and the not-too-weak values of Bi shows the impossibility 
of measuring a local value of h by a single measurement of 

temperature and flux at the same location. This effect stems 
from the tangential conductive transfer at the wall. 

3 Inverse Problem 

Analytical Method. In this problem conditions (2)-(4) re­
main unchanged while condition (5) is replaced by a fixed 
temperature condition at (N+ 1) points on an internal radius 
r0 of the pipe: 

" e{r0, *,) = 0o/ for0</<AT (21) 

Equation (11), valid for a linear problem, can be written in 
the following way: 

0O = B *> with Bij = dj (xot *,) (22) 

If measured temperatures are exact, Eq. (22) can be solved 
to find heat flux densities. 

Actually experimental temperature measurements always 
present some uncertainty, and the abovementioned method is 
no longer valid. We call y« the value of 80i measured at radius 
r0 and angle *,-, 8oi the exact corresponding value, and e, the 
random error that is assumed to be additive: 

y,i=doi+ii (23) 

To take this noise into account it is possible to use a least-
squares method, which consists of minimizing the sum S of 
the quadratic differences ef with respect to the fluxes <p, that 
are unknowns. The drawback of this method is that <p{$) does 
not continuously depend on the data y. To assure a certain 
regularity to the angular variation of <p, a regularization term 
is added to the previous sum. A second-order term, which 
represents, under a discrete form, the second derivative of 
function <p($), has been chosen here. It smoothes the flux 
fluctuations and stabilizes the problem as Beck et al. (1985) 
have shown: 

i = 0 ; = 2 

The fluxes are solutions of the following equation: 

dS 

dipt 
= 0 forl<f<Af 

(24) 

(25) 

which can be put into the form: 

E<Pe,7 = Pe (26) 

with E=B'B + yF'F and p = B'yt, F being a tridiagonal matrix 
of dimensions (N, N). 

System (26) can be solved in <p and heat transfer coefficients 
can be calculated as before. 

Analytical Inversion From Simulated Measurements. In 
order to test this inverse method we have implemented it on 
simulated measurements for various values of the regulari­
zation parameter y. These simulated measurements come from 
the temperature profile 60, the output of the direct model (see 
Fig. 3), which was modified by a random additive noise e, of 
standard deviation a, according to Eq. (23). The output h of 
this model was an estimate of the heat transfer coefficient 
profile h, the input of the direct model. The results are pre­
sented in Fig. 5. 

In the absence of regularization (7 = 0), a low noise level 
(ff = 0.05°C) led to important oscillations of R after the min­
imum value of h ($ = 80°C). Therefore it justifies the choice 
of the second-order regularization, which limits the <p oscil­
lations (and hence the h ones) as Beck et al. (1985) have 
shown. 

In the case of nonzero values for 7 (10~4 and 10~8), for the 
same noise level, agreement between the h and h profiles be­
comes quite good, especially in the last case. It should be noted 
that in that case with noise ten times higher (<r = 0.5°C), the 
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£/X = P (28) 

0° 40° 80° 120° 160° 

Fig. 5 Inversion from simulated measurements 

inverse model still yields the general shape of the direct h 
profile. 

The choice of y is a point of very practical importance: Its 
level must be adjusted as a function of the noise in the data. 
In this preliminary work we have chosen to minimize the fol­
lowing norm based on the estimated and exact heat transfer 
coefficients (average square error): 

1 
«KE<*-«2 

The temperature residual RT can also be calculated starting 
from the estimated temperature profile d0 calculated as a func­
tion of the estimated heat-flux densities <p (output of the inverse 
model): 

1 
*2r=T£X-.V/) 

;=o 

For a noise e of standard deviation a = 0.05°C, applied on 
the temperature profile of Fig. 3 (r0=l4 mm), the adjusted 
value of y that minimized eA is the following: 

7=1.5X10 - 6 

with eA = 2.68 W m" 2 KT1 and RT= 0.045 K. 
It should be noted that the temperature residual RT, that is, 

the fraction of temperature not justified by the model, is very 
close to the measurement error standard deviation a. This is 
the recommendation made by Tikhonov and Arsenine (1976) 
for the selection of the regularization parameter. 

Simulated measurements without any noise were used as an 
input of the inverse model for that adjusted value of y. The 
identified h profile was very close to the original one (eh = 1.67 
W m~2 K_ 1), which shows that the determinist bias is very 
small. 

Boundary Element Method. Equations (17) and (18) can 
be rewritten in the following way: 

(27) 

This matrix relationship is the base equation of the BEM 
approach of inverse heat conduction problems as shown by 
Pasquetti and Le Niliot (1990). As for the direct problem, it 
is possible to rearrange this equation in order to gather the 
unknowns into an X vector and to construct a system of al­
gebraic equations: 

~ H~ 

YH'\ 
T = 

" G~ 

lG'\ 
<> + 

0 

[-7" J 

Let Ny = L + L' be the number of equations and N2 the 
number of unknowns of system (28). This system can be solved 
if Ni and N2 are equal. If Ni is smaller than A^ no solution 
can be found and if the opposite is true the system is over-
determined. This last assumption is the one generally met. A 
suitable solution can be found according to a minimization of 
the quadratic norm: 

l l t / X - P l l - = ( £ / X - P ) ' ( £ / X - P ) (29) 

As already underlined, the main difficulty lies in the high 
sensitivity of measurements to additive noise. Numerical so­
lutions of this type of problem can be stabilized using regu­
larization techniques (see Tikhonov and Arsenine, 1976); form 
(29) is replaced by: 

\\UX-P\\2 + y\\RlL\\2 = (UX-Py (UX-¥) + yXt R'RX (30) 

where the second term of the right member of this equation 
represents the regularization term, which is added to quadratic 
form (29). 

Matrix R is a function of the regularization order and of 
the arrangement of the X components. In the symmetrical 
problem studied in this article we have chosen a second-order 
regularization on peripheral fluxes as was done in the analytical 
approach. 

The solution of this optimization problem verifies the fol­
lowing system (N2 equations with N2 unknowns), which states 
that the gradient of functional (30) is equal to zero: 

( t /C/+7fl '£)X = U'P (31) 

The solution, which obviously depends on noise e, will be 
more or less regular depending on the level of the regularization 
coefficient 7: 

X = X(e, 7) 
It should be noted that the two inverse models—analytical 

and boundary elements—rely on the minimization of different 
functionals. Functional (24) is minimized with respect to the 
unknown flux densities <p at the outside wall. Functional (30) 
depends strongly on the boundary element formulation itself. 
It depends on vector X, which is composed not only of the 
same flux densities <p or, which is similar, of the same tem­
perature normal derivatives, but also of the temperatures and 
fluxes that are unknown at the L points of the boundary T of 
the domain; see section 4 for a complete description of domain 
0. 

4 Experimental Measurements 

Experimental Setup. A cylindrical pipe made out of epoxy 
resin of 500 mm length, 8 mm inside radius and 16 mm outside 
radius was built through casting and turning on a copper pipe 
of diameters 14.0 and 16.0 mm. Three chromel-alumel ther­
mocouples of 0.12 mm diameter were implanted parallel to 
the cylinder axis. Their junctions were shifted about 120 deg 
between each other and were located in the transverse plane 
of symmetry of the cylinder. Nominal radii of implantation 
were the following: 

r„= 14 mm r ; = 1 2 m m r „ = 10mm 

and the actual radii, measured after destruction of the pipe, 
were: 

r 0 = 14.02±0.25 mm r'0= 12.62±0.18 mm 

r ' ; = 9.61±0.06mm 

A flow of hot water at 65 °C, produced by a thermostat, 
passed through the central copper pipe to fix the inner bound­
ary condition. The temperature of the copper pipe was also 
monitored by a thermocouple in that transverse cross section. 

The measurement cylinder was set in the channel of a wind 
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Fig. 6 Experimental temperature measurements 
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Fig. 7 Thermal conductivity of the resin: variation with temperature and 
average levels of measured temperatures at different radii 

tunnel whose section was 400 x 400 mm and whose turbulence 
rate was of the order of 1 percent. Air temperature was also 
measured upstream from the cylinder. 

Experimental Procedure. Measurements were made for an 
upstream air velocity of 30.7 m/s, which corresponds to a 
Reynolds number of 64,250. 

A rotation of the cylinder with a 10 deg step allowed the 
measurement of a new point for the three probes once a steady 
regime had been set, which required from 30 to 40 mn (18 or 
19 measured temperatures). 

Due to the experimental duration and the heat produced by 
the fan engine, the ambient temperature did not stay constant. 
For the analytical approach, each measurement must be related 
to the same extreme temperature difference in the system 8e. 
We chose a one-dimensional temperature correction: 

• Bi In (x0/e) 
1 + Bi In (1/e) 

6e is the average of the measured extreme temperature differ­
ences de; for each measurement yt of 60i and yf is the corrected 
value of yt for a Biot number equal to 10. Raw and corrected 
temperature profiles as well as the variations of 0O; are presented 
for each thermocouple in Fig. 6. 

For the BEM approach, 6e is taken as a function of the polar 
angle without any correction for y,. For this approach the 
boundary of the domain has been discretized into L = 52 ele­
ments. On the internal circle (r,-—8 mm) divided into 18 quad­
ratic elements, temperature is known (Dirichlet condition). At 
the planes of symmetry ($ = 0 and 180 deg), divided into 2 x 8 
linear elements, the surface heat flux is equal to zero (Neuman 
homogeneous condition). On the external circle {r2- 16 mm), 
divided into 18 quadratic elements, temperature and surface 
heat flux are unknown. Measurements have provided L' = 18 
internal temperatures at points regularly distributed on a circle 
of radius r0. Each temperature was interpolated between two 
measurements, the same being true for %ei (no one-dimensional 
correction). System (31) is square, Afi and N2 being both equal 
to 70. 

Thermal conductivity of the epoxy resin (Ciba-Geigy CY 
1301 + Hardener HY932) was measured indirectly: Calorimetry 
gave us the specific heat c(T) curve while the flash method 
yielded the thermal diffusivity a(T) curve. Measurement of 
the resin density produced the conductivity versus temperature 
relationship presented in Fig. 7: 

k(T)=pc(T)a (T) 

The c(T) curve shows that this resin presents a glass tran­
sition around 62°C. This transformation can affect the tem­
perature field around the radius r"0 of the most internal probe 
in these measurements. It can be noted from Fig. 7 as well 
that the resin's conductivity varies slightly with temperature, 
about 14 percent between ambient and copper pipe tempera­
ture. We therefore had the_choice of taking for conductivity 
k either an average value: £ = 0.224 W/m°K, or a linear var­
iation with T (in °C) obtained by a least-squares regression: 
Ar(r)=0.186 + 7 . 5 2 x l 0 - 4 T. 

5 Inversion From Experimental Measurements 

Comparison of Techniques. Both techniques—analytical 
and boundary element—were used to estimate heat transfer 
coefficients starting from the raw temperature profiles of Fig. 
6. A regularization coefficient y of 10~6 and a constant value 
of 0.224 W/m K for thermal conductivity were used. Results 
for both techniques are presented in Fig. 8; analytical inversion 
yields two profiles with the same minimum, the noise being 
mainly located at the first 50 deg, while boundary element 
inversion produces three profiles with a minimum shifted to 
higher angular values when r0 decreases. When compared, the 
results of the two techniques were close for the highest value 
(14 mm) of radius r0. There was a higher dispersion for its 
lowest value (10 mm), even if the general shape was the same. 

Comparison Between Fixed and Temperature-Dependent 
Conductivity Results. The boundary element technique al­
lows the use of a temperature variable conductivity during 
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Fig. 9 Boundary element inversion from raw measurements: compar­
ison between constant and temperature-dependent conductivity cases 

inversion. It is possible to plot in Fig. 9 these h profiles with 
those obtained in Fig. 8 for a constant conductivity by the 
boundary element technique. It is interesting to notice that, 
for a same measurement radius, the two assumptions for con­
ductivity k lead to nearly the same profile, if starting from the 
variable conductivity case the average value k is decreased {h 
being proportional to k) while the slope of the k(T) relation­
ship is decreased to damp the angular variation of h. 

Inversion From Corrected Temperature Profiles. 
Analytical inversion from a one-dimensional corrected tem­
perature profile was implemented for the three radii and is 
presented in Fig. 10. The results were close for the two in­
dependent temperature profiles measured at 14 and 12 mm: 
The h coefficient presented a nearly constant value for the first 
50 deg, then a minimum close to 90 deg followed by a quasi-
linear increase up to 180 deg. It should be noticed that the 
profile corresponding to 12 mm seems smoother than the 14 
mm one because of the interpolation that was made to bring 
back temperatures to angles that are multiples of 10 deg, the 
original 12 mm profile being taken at 4 deg, 14 deg,.... Results 
yielded by the most internal probe at 10 mm depart from the 
other two between 0 and 50 deg. It could stem from the be­
havior of the resin in the measured temperature range of this 
probe (54 to 57°C): The glass transition detected in Fig. 7 
occurred between the radius of this probe and the copper pipe 

100 

heat transfer coefficients (S.I.) 

analytical 

averaged values: r = 12 and 14 mm 

angle (°) 

120 1 6 0 

Fig. 11 Comparison of analytical (corrected measurements) and bound­
ary element (raw measurements) inversions 

close to 66°C. This transformation is not relevant once the 
steady regime is reached; however, any fluctuation of tem­
perature yields a fluctuation of the degree of advancement of 
this transformation, which creates a local heat source term, 
either positive or negative, in the heat equation (1) and modifies 
the temperature field in the vicinity of this probe. 

Comparison of h profiles estimated from raw and corrected 
measurements by the analytical technique (see Figs. 8 and 10) 
shows that one-dimensional correction did not produce any 
distortion on the profile but a smoothing of deviations pro­
duced by variations of the ambient temperature. 

One can notice in Fig. 10 that the slope of #($) is not equal 
to zero at the rear stagnation point. This is contrary to our 
assumption of symmetry with respect to the direction of the 
velocity vector on the front side. This may be caused by an 
effect of natural convection on the horizontal cylinder or by 
the absence of symmetric measurement points for the analytical 
approach. In order to take them into account, we added to 
the sum S defined by Eq. (24) a regularization term S' of the 
first order, on the two extreme angular intervals where the 
second derivative cannot be evaluated: 

S' = (<P2-<f,i)
2+ (^Af-^N„1)2 

This term was used to flatten the h profile around 0 and 180 
deg where the derivative of /z(*) should be equal to zero because 
of symmetry. 

Global Results Using the Two Techniques. An average of 
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Fig. 12 Comparison with previous measurements 

the h profiles with one-dimensional correction for the analyt­
ical approach and the presence of this S' term for 12 and 14 
mm radii is presented in Fig. 11. One can notice a zero slope 
near 0 deg and a lower slope than previously at 180 deg. 

On the same plot is presented the average of the h profiles 
for the same two radii by the boundary element technique with 
constant conductivity; it is interesting to note the total agree­
ment of the two profiles, which means that our approach does 
not depend on the inverse technique, analytical or boundary 
elements, used to process the experimental temperatures. 

Sensitivity to Temperature Error and Error on the Probe's 
Location. It has been shown by Maillet and Degiovanni that 
integration of the heat equation (1) on the [0, w] angular in­
terval produced an /--dependent average temperature dm for a 
given average heat flux density <pm: 

'W^HTJ* (33) 

The average heat transfer coefficient hm (see Eq. (20)) can 
thus be derived with respect to the average temperature 6om at 
measurement radius r0 and with respect to r0 to yield analytical 
expressions for the two relative sensitivity coefficients: 

A T — 
Ahm Ad (1+Biln 1/e)2 

Bi In xJe 

AhmJAr0 1+Bi ln l /e 
hm / r0 In x0/e 

(34) 

(35) 

For a Biot number Bi equal to 10, a shape factor e of 0.5 
and r0 equal to 10, 12, then 14 mm XT takes the following 
values: 28, 15, and 11. This means that an absolute error of 
0.05°C on temperature at radius 10 mm implies a 3.5 percent 
relative error on hm for a temperature difference 6e of 40°C. 
For the three radii and identical values of the other parameters 
Xr takes the following values: 35, 20, and 14, which means 
that a 0.25-mm error on the measured radius of the external 
couple (14 mm) will produce a 25 percent error of the average 
heat transfer coefficient. The only way of getting rid of this 
error would be to measure the total heat flux leaving the cyl­
inder by calorimetry and then to use Eq. (33) to determine the 
probe's radius. 

Comparison With Previous Measurements. We have plot­
ted on Fig. 12 the average of the two profiles presented in Fig. 
11 for the two inversion techniques as well as results obtained 
by Giedt (1949), Achenbach (1975), and Krabel et al. (1980) 
for slightly higher Reynolds numbers. The Nusselt number 
measurements of these three authors have been converted to 
h values using the radius r2 of our experiment and the air 

thermal conductivity. These four profiles present the same 
qualitative variation but differences may stem from experi­
mental conditions: turbulence rate, blockage factor, and wall 
boundary condition as Zukauskas and Ziugzda (1985) showed. 
These differences also come from the intrinsic limitations of 
measurement methods based on energy balances as shown 
above. To emphasize this last point one can notice that the 
three authors' profiles present a very sharp minimum in the 
vicinity of the separation point of the boundary layer (=80 
deg). This comes from the fact that a local balance cannot 
take into account tangential conduction at the wall. These 
methods modify the internal field in the cylinder, in a different 
way for each measurement point; each measurement does not 
correspond to the same problem. On the contrary an inverse 
model allows the experimenter to get rid of this problem. 

7 Advantages and Disadvantages of This Inverse 
Method 

The advantages of this inverse method for the calculation 
of the angular evolution of the local heat transfer coefficient 
on a cylinder, compared to a method based on energy balances, 
are the following: 
8 no distortion of the flux lines: The homogeneity of the meas­

urement cylinder is preserved. 
9 easy experimental part: no electrical adjustment necessary. 
9 no need for heat loss estimation. 
9 knowledge of sensitivity to temperature measurement errors 

for average values of h. 
Many other advantages can be noted: 

9 exact inversion from errorless measurements (for e = 7 = 0). 
9 only one adjustable parameter, 7, the regularization param­

eter that can be given an adjusted value. 
9 final profile is independent of the inversion technique—either 

analytical or boundary element, although these two tech­
niques do not minimize the same functional. 

9 the constant conductivity assumption leads to a good ap­
proximation to the temperature dependent case if this de­
pendence is weak: besides, preliminary study seems to show 
that a representative average value of this conductivity has 
a regularization effect. 

9 very fast computational time: inversion takes a few seconds 
of computation time on a 386 Personal Computer once mat­
rices of linear systems (26) or (31) have been constructed. 
The extension to the case where the heat transfer coefficient 

angular profile is not symmetric or to a case where it is the 
inner boundary condition, which is unknown, does not present 
any particular problem. 

One limiting requirement for a precise use of this method 
is the need to measure separately by calorimetry either the total 
heat flux leaving the cylinder with the same measurement pipe 
or the Nusselt number for the global heat transfer under similar 
conditions. In both cases a calculation of the average wall heat 
flux density will remove the uncertainty on the temperature 
probe location (see Eq. (35)), which has a tremendous effect 
on the average level of h, and will allow a precise choice of 
the representative thermal conductivity if this parameter varies 
slightly with temperature. As in other inverse methods an es­
timate of the errors is quite delicate to obtain (see Groetsch, 

, 1984). 

8 Conclusion 
A steady-state two-dimensional heat transfer model, which 

allows the calculation of the inner temperature field starting 
from a profile of the wall heat transfer coefficient, has been 
established for a cylindrical geometry. Transfer coefficient 
measurement feasibility has been studied on a test case using 
either an analytical or a boundary element solution. An inverse 
procedure has been developed: It takes a regularization term 
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into account in order to overcome the problem of random 
measurement errors. A simulation of measurements has been 
processed using a noisy temperature profile as input. The value 
of the regularization parameter has been adjusted for this test 
case. 

Experimental measurements were taken and processed using 
either the analytical or the boundary element technique. The 
h profiles are coherent for the three measurement radii and 
do not depend on the technique used. Effect of temperature 
dependence of the thermal conductivity of the cylinder material 
was studied. The experimental profile estimated by the inverse 
model was compared to profiles obtained by other authors for 
close conditions. Advantages and disadvantages of this method 
have been presented. 
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Solution for Transient Conjugated 
Forced Convection in the Thermal 
Entrance Region of a Duct With 
Periodically Varying Inlet 
Temperature 
This work presents an analytical solution of the transient conjugated laminar forced 
convection problem of a slug flow in the thermal entrance region inside a parallel 
plate duct. A solution in series form is already known for this kind of problem. 
This solution leads to a complex eigenvalue problem with transcendental equations. 
The present solution obtained by using the Laplace transform completely eliminates 
this problem. The amplitudes and phase lags with respect to the inlet conditions are 
determined for the complex wall temperature, fluid bulk temperature, and wall heat 
flux from this solution. The results are plotted for comparison with the results 
obtained with the series solution. 

Introduction 
The unsteady state forced convection heat transfer problem, 

subjected to periodic time variation of the inlet condition, has 
been the subject of study for many years now. One of the 
motivations is its importance for heat exchanger control. For 
most engineering applications, the initial transients are ne­
glected and a quasi-stationary solution is normally used to 
predict the thermal response of the device. 

Important contributions for the solution of this problem 
were presented by Sparrow and de Farias (1968) and Cotta et 
al. (1987). Sparrow and de Farias analytically studied the tran­
sient conjugated problem inside a parallel plate duct assuming 
a slug flow velocity profile, and obtained a solution in series 
form. The solution presented by these authors leads to a com­
plex eigenvalue problem, which depends on the wall and fluid 
physical properties on the oscillation frequency of the tem­
perature. A trial and error procedure was employed by Sparrow 
and de Farias for the numerical evaluation of the real and 
imaginary parts of the eigenvalues. The number of eigenvalues 
needed depends on the position being considered, increasing 
for points close to the inlet (thermal entrance). Cotta et al. 
advanced the analysis presented by Sparrow and de Farias by 
considering transient forced convection both in parallel plate 
channel and circular ducts, and adopted the sign-count method 
to obtain the complex eigenvalues. 

The principal difficulty in the analysis of this problem has 
been the solution of the resulting complex eigenvalue problem. 
Therefore, Travelho and Santos (1988) presented an alternative 
way to solving this problem with the same physical conditions 
presented by Sparrow and de Farias and Cotta et al., without 
the need of determining the complex eigenvalues. These ei­
genvalues are avoided by applying the Laplace transform to 
the equation and to the boundary conditions of the problem. 
The inverse transform, which is the solution of the original 
problem, was obtained numerically. In the present work we 
further advance the analysis of Travelho and Santos by ana­
lytically obtaining the inverse Laplace transform. 

The analytical evaluation of the general solution provides a 
variety of results of engineering interest. These include local 
quantities such as the wall temperature, the fluid bulk tem-
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3, 1990; revision received November 22, 1990. Keywords: Conjugate Heat Trans­
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perature, and wall heat flux, which vary with time and with 
axial position to an extent that depends on the physical pa­
rameters of the problem. 

Problem Formulation 
Consider laminar forced convection inside a parallel plate 

duct separated by a distance 2L and whose walls are each of 
thickness /. The fluid entering the duct has a temperature that 
varies periodically with time. The wall temperature variation 
is not specified in advance, but is dynamically determined by 
a balance of the heat transfer rate and the energy stored. The 
wall and fluid transport properties are assumed to be constant 
and the axial conduction and viscous dissipation are neglected. 
The parallel plate duct under consideration is shown in Fig. 
1. Under such conditions, the energy equation has the form 

dT(x, z, t) dT{x, z, t) 
-+u-

dt dz 
d2T(x, z, t) 

da) 

for 0<x<L, £>0, and />0. The initial and boundary con­
ditions are given by 

T(x,0,t) = To + AT0e
i"' 0<x<L, r>0 (lb) 

dT(x, z, t) 
dx 

= 0 

dT(x,z, t) 
dx 

Z>0, t>0 

dT(l,z,t) 
dt 

(lc) 

(1«0 

An initial condition is not necessary because this work in­
terest is the periodic part of the solution. The slug flow model 
([/= const) is assumed and the following dimensionless groups 
are introduced into equations (lo)-(lc?): 

1/ 

x, 
FLOW 

UNHEATED ENTRY 
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Fig. 1 Geometry of parallel plate duct 
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HX,Z,T)= 
T(x, z, t) - 7b 

ATX 

fi = 
01L 

(2a) 

(2b) 

(2c) 

(2d) 

(2e) 

(2/) 

a 

at=P£pL 

pwcwi 

Consequently, equations (la)-(ld) expressed in dimensionless 
form are 

dd(X, Z, T) 36 (X, Z, T) d2d(X, Z, T) 

3T dz ~ dx2 

i n O < X < l , Z > 0 , T > 0 (3a) 

6(X, 0, r) = eK>T (3b) 

dO(X, Z,T) 

dX 

t36(X,Z,r) 
1 dx H 

X=l 

= 0 (3c) 
x=o 

36(1, Z, J) n 
v \ r ' - 0 (3d) 

In order to obtain a periodic solution the temperature is 
assumed to have the form 

Q(X, Z, T) = f(X, Z)eia{T~Z) (4) 

Equations (3a)-(3d) together with equation (4) give 

The dimensionless parameter b* that appears in equation 
(5d) characterizes the effects of wall capacitance to heat trans­
fer, and is defined by 

a*~ k 
(6) 

Method of Solution 

Equations (5a)-(5d) can be solved by using the Laplace trans­
form technique. Thus, by applying the Laplace transform to 
the variable Z, equations (5a)-(5rf) become 

a2.T d^(X,s) -
V =s^(X,s)-l forO<A-<l . 3XZ 

dfaX, s) 
dX 

= 0 

d$(X,s) 
dX 

where \p (X, s) is defined as 

x=o 

+ ib*$(l,s)=0 

4>(X,s)=\imxP(X,Z)= \ t(X, Z)e~sZdZ 

and s is the Laplace transform parameter. 
The solution of equation (7a) is 

?TsX i(X,s) = Cl(s)e^sX+C2(s)e —fsX 

Pa) 

Ob) 

(7c) 

(8) 

(9) 

The integration constants Cx and C2 can be calculated by 
using equations (lb) and (7c). Therefore, the function 
i/(X, s) is expressed by 

HX,s)J-^ 
s s 

e-J~sX+eSsX 

V i f ^ - e - ^ + f t M ^ + e - N / S \ 
(10) 

dZ dX 

* ( * , 0 ) = 1 

ty(X, Z) 
dX 

(5a) which can be rearranged to give 

<5*> 4(X,=) 1 ">'e-^efix+e-S") 

= 0 

d^(X, Z) 
dx 

+ ib*t(l,Z)=0 

(5c) 

(5d) 
x=\ 

(4~s + ib*) 

1 -
'yfs-ib* 

\Js + ib'1 

-2VJ 
(ID 

N o m e n c l a t u r e 

A = amplitude 
a* = heat capacity defined 

by equation (2/) 
b* = parameter defined by 

equation (6) 
Ci(s), C2(s) = defined by equation 

(9) 
cp = fluid specific heat 
c„ = wall specific heat 
G = defined by equation 

(12) 

/ = V^T 
Im = imaginary part of 

k = thermal conductivity 
of fluid 

L = half-spacing between 
plate 

/ = wall thickness 
n = number of terms in 

the series 
Re = real part of 

s = Laplace transform 
parameter 

T(x, z, t) = fluid temperature 
To = cycle mean tempera­

ture 
t = time 

U = mean velocity 
u = flow velocity 

W(r) = function related to 
error function of 
complex argument 
and defined by equa­
tion (16) 

X = dimensionless normal 
coordinate 

x = normal coordinate 
Z = dimensionless axial 

coordinate 
Z = axial coordinate 
a = thermal diffusivity of 

fluid 

AT0 = amplitude of inlet os­
cillations 

6(X, Z, T) = dimensionless temper­
ature 

p = fluid mass density 
p„ = wall density 

T = dimensionless time 
(j> = phase lag 

\p (X, Z) = dimensionless peri­
odic part of 

fi = dimensionless fre­
quency of oscillations 

co = frequency of oscilla­
tions 

Superscript 

Subscripts 

= Laplace transform of 

b = bulk temperature 
h = heat flux 
w = wall temperature 
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The term in the brackets can be written in series form by using 

1 

1 - G 
= i + G+G2+---2<r (12) 

where the condition IGI < 1 should be satisfied to obtain con­
vergence. This way the function \p(X, s) can be written as 

1 ib* e-^^x+e-^*) 

s s (^+ib*) 

'yfs-ib* 

Rearranging this equation one obtains 

-ln~J~s 

faX,s)= — ib*J] 
-\Ts(.2n+\±X) 

s(\fs+ib*) \\fs + ib* 

'yfs-ib' 

(13) 

(14) 

where the ± sign means that ib* multiplies two series, one 
with the + sign and the other with the - sign. The inverse 
transform of equation (14), which is the periodic solution of 
the proposed problem, is obtained with the aid of tables of 
transform (Roberts and Kaufman, 1966). In this work, only 
the first two terms were considered, because they already give 
a good approximation for Z smaller or of the order of 0.5. 
The function \j/(X, s) then becomes 

/l±x\ r /3±AT\ ^• z ) = i - e r f c t er e r f c t e ) 
-Aib* | Z -(3±A-)2/4Z 

+ e(1 **"** -"*2zerfc fe|+ ib*Jz\ - [1 - 2ib*(3 ±X+ 

2ib*Z)]e(3±X)"'*-b*2z-erfc(-
3±X 

V2VZ+;'^J (15) 

The function W(r) (Abramowitz and Stegun, 1964) is often 
used instead of the error function when the latter has a complex 
argument. This function is defined as 

W(r)=e-~rerfc(-ir) (16) 

The introduction of this function in equation (15) gives 

1 ± * \ „ (3±x\ 

\2-Jz) 
t(X,Z) = l - erfc ( i ^ ) + erfc ( : 

\2-\fz 

-Aib* -e-(3±X)2/4Z + e-{1*x)2Mzw 

-[l-2ib*(3±X 

i4z 

-2ib*Z))e-^x)2Mzw 

2-4z 
(17) 

Equations (4) and (17), taken together, constitute the so­
lution for the time-dependent temperature field in the fluid. 
As usual, one is interested in evaluating such quantities as the 
dimensionless wall temperature, wall heat flux, and fluid bulk 
temperature as function of Z and T. 

The dimensionless wall temperature dw (Z, r) is given by 

6W(Z, T)mO{l, Z, T) = IW1, Z)e' f i (T-z> (18) 

while the wall heat flux 6/,(Z, T) is given by 

eh{z, r ) -
36 (X, Z, T) 

dX 
ty(X, Z) 

dX e 
JU[T-Z) 

(19) 

and the dimensionless fluid bulk temperature 8b(Z, T) by 

6b(Z, T)= \ d(X, Z, r)dx= \i(X,Z)dx ,«J(T-Z) (20) 

The periodic parts of the dimensionless wail temperature, wall 
heat flux, and fluid bulk temperature are determined by using 
the approximated analytical solution of equation (17), so 

l M Z W ( l , Z ) = e r f c ® -Aib* (e-"
z + e-«/z) 

+ W(-b*-4z)+Aib*(l + ib*Z)e-uzw[-b*^Z + — 

(\-9>ib*+Ab*2Z)e-*/zW\ -b**/z + ~=\ (21) 
2/ 

MZ)-~ 
ty(X, Z) 

dX 
= Ab* -{e l/Z + g -4 / Z ) 

+ ib*W(-b*^fZ)+Aib*(l+ib*Z)e~l/zw( -b*y[z + -^= 

•ib*(\ + m*-Ab*2Z)e~*/zW[ ~b*^/z + ~=\ (22) 
2/ 

MZ) Z)dx=l+ — 
ib* 

2 -(l-Ae~[/z+3e-4/z) - t MX, 

" 4 ( 1 + ^M^) + (4+^)erfc( 2 

>fz, 

— w(-b*4z) 

-A(l + ib*Z-^y-»zw(-b*^Z + ̂ = 

A/Zw[ ~b*^z+~ + | 8 + 4/Z>*Z- — |e (23) 

As mentioned before, the amplitudes and phase lags of the 
quantities of interest are used to visualize the final solution. 
These quantities are AW(Z), Ah(Z), Ab(Z), and the phase 
lags 4>w(Z), 4>h(Z), and 4>b(Z) corresponding, respectively, to 
the amplitudes and phase lags of wall temperature, wall heat 
flux, and fluid bulk temperature. They are given by 

Aw = I i, J = ([Re(\U]2 + [ l m ( 0 2 } m 

Im (i/v) 
0w = tg ' 

Re«-„) 
fiZ 

(24) 

(25) 

where Re (\j/w) and Im (i/v) are the real and imaginary parts of 
\pw(Z) given by equation (21). Ah, Ab, <j>h, and <j>b are obtained 
from equations (22) and (23) using equations similar to equa­
tions (24) and (25). 

Results and Discussion 

Amplitudes and phase lags calculated with the present so­
lution and the series solution given in the literature are shown 
in Figs. 2{a)-A{b). As shown in these figures, the agreement 
between these solutions is very good in the thermal entrance 
region. One should notice that the extent of this region depends 
on the parameter b*. As b* decreases, the thermal entrance 
region extends up to larger values of the variable Z. The agree­
ment between the solutions for smaller b* is also very good 
up to values of Z larger than one. The corresponding physical 
distance is, of course, a function of such other physical quan-
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Fig. 2(a) Comparison between wall temperature amplitudes, as a tunc- Fig. 3(a) Comparison between bulk temperature amplitudes, as a (unc­
tion of Z, calculated by using the present method and by using series tion of Z, calculated by using the present method and by using series 
solution solution 

PRESENT METHOD 

COTTA ET AL.(I 987) 

0.50 0.75 
2> Z = a z / ( U L 

Fig. 2(b) Comparison between wall temperature phase lags by using 
the two methods 

~i—i—i—i—p T" 

PRESENT METHOD 

COTTA ET AL.(1987) 

Z = a z / ( U L z ) 
Fig. 3(b) Comparison between bulk temperature phase lags by using 
the two methods 

tities as the fluid velocity. By adopting reasonable values for 
the physical quantities, Z equal to or bigger than one would 
mean a larger physical distance. However, as mentioned by 
Sparrow and Farias, practical value of b* are larger than one. 
For values of b* equal to or bigger than 5, the amplitudes of 
various quantities studied drop very quickly. As b* increases, 
the thermal entrance region becomes smaller in terms of Z. 
For larger b*, the agreement between the present solution and 
the one given in the literature is shown in Figs. 2(a)-4(b) to 
be very good, up to the point where the amplitude decreased 
enough for the oscillations to be neglected. Therefore, one can 

see, with the aid of Figs. 2(a)-4(6), that, in any case of practical 
importance, the present solution is very accurate. 

The present solution also behaves differently from the ones 
obtained by Sparrow and Farias and Cotta et al. Their solutions 
converge more rapidly for larger values of Z, and need more 
terms for small values of Z. The present solution is obtained, 
on the other hand, by neglecting terms in equation (14). This 
approximation becomes better as s increases, which implies 
that the present solution becomes a better approximation as 
Z becomes smaller. The reader should notice the increase in 
the difference between the solutions as Z goes to 1. 
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Conclusion 
An alternative solution has been found for the wall tem­

perature, wall heat flux, and fluid bulk temperature in a parallel 
plate duct for a transient forced convection situation caused 
by a periodical variation in the inlet temperature. Equations 
(18), (19), and (20), which give the above-cited quantities, are 
of direct application. They only require elementary functions 
that are tabulated in the literature, e.g., Abramowitz and Ste-
gun (1964). Their utilization does not involve the solution of 
any other equation, while for the series solution it is necessary 
to solve the transcendental equation, which yields the complex 
eigenvalues as a function of the parameter b*. 

The present solution starts to become inaccurate as Z be­
comes equal to or larger than one. However, this nondimen-
sional coordinate is obtained by dividing the axial coordinate 
by half of the distance between the plates and by the Peclet 
number. The Peclet number in an actual system is, usually, 
very large and, therefore, in many cases, Z equal to one means 
a distance much larger than the equipment itself. Another point 

is that for the control of equipment it is convenient to work 
with a large amplitude of oscillations, which occurs for small 
values of Z. 
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Clemson University, Materials are often in motion since many manufacturing processes are designed to 

Clemson, SC 29634-0921 produce large quantities of a product. In some cases, the surface velocity can exceed 
or be comparable to the jet impingement velocity. In this study, the stagnation region 
of a laminar, planar jet is considered where surf ace motion is directed perpendicular 
to the jet plane. A similarity solution to the Navier-Stokes equations is formulated 
to determine the flow velocity in the stagnation region. Heat and mass transfer 
distributions are determined from numerical solutions to the conservation equations 
for energy and species, where velocity components are calculated from the similarity 
solution. Restrictions regarding the use of heat and mass transfer correlations, which 
are commonly developed with experimental apparatuses where the impingement 
surface is stationary, are provided. 

Introduction 
Manufacturing methods frequently involve complexities that 

are difficult to duplicate in the laboratory. In some cases, the 
influence of complicating aspects is deemed, a priori, to be 
negligible. A salient example concerns the use of impinging 
jets to cool or dry materials in motion. Heat and mass transfer 
correlations, which are employed by engineers to develop spec­
ifications for jet cooling or drying systems, rarely account for 
surface motion effects. Such correlations are often developed 
with an experimental apparatus in which the impingement sur­
face is stationary. For example, a widely referenced and com­
prehensive review of correlations for impinging gas jets (Martin, 
1977) does not include restrictions regarding the use of cor­
relations with respect to the importance of surface motion. 

An example of jets impinging on a moving surface is shown 
in Fig. 1. In the hot-rolling process (Kohring, 1985), hot steel 
plate is reduced to a final thickness by a series of counterro-
tating rollers. After rolling, the plate is cooled by planar water 
jets, which are mounted above and below a runout table and 
which span the plate surface. Water from the nozzles divides 
on the plate, where it flows either opposite to or in the direction 
of plate motion. The transport of fluid away from the stag­
nation line (the line of symmetry for the dividing flow spanning 
the plate surface) is facilitated on the side of the jet where the 
jet flow and plate move in the same direction. However, where 
the jet flow and plate motion are opposed, fluid is entrained 
and re-enters the impingement region. Since the plate speed 
can exceed the jet impingement velocity by a factor of nearly 
ten, flow velocity profiles are significantly affected, which, in 
turn, influence convective heat transfer. Entrainment is re­
duced at the lower plate surface in Fig. 1 since jet effluent 
falls away from the surface. Similarly, entrainment is less sig­
nificant near the trailing edge of the moving plate, where ef­
fluent is lost and cannot re-enter the impingement region. Air 
is frequently used in similar configurations to dry or cool paper, 
textiles, and polymer films (Martin, 1977; Sineath and Pav-
elchek, 1971). 

Contributed by the Heat Transfer Division and presented at the Joint AIAA/ 
ASME Thermophysics and Heat Transfer Conference, Seattle, Washington, 
June 18-20, 1990. Manuscript received by the Heat Transfer Division May 5, 
1990; revision received September 27,1990. Keywords: Forced Convection, Jets, 
Materials Processing and Manufacturing Processes. 

Relatively few studies have considered the effect of surface 
motion on heat or mass transfer due to impinging jets. Flow 
visualization and overall heat transfer measurements were per­
formed for a circular submerged air jet impinging on the face 
of a rotating disk in a large air-filled enclosure (Metzger and 
Grochowsky, 1977). At high rotational speeds, a rotationally 
dominated flow pattern was observed near the disk surface 
and the influence of the impinging jet flow on heat transfer 
was reduced. A similar study was later conducted by Popiel 
and Boguslawski (1986). Results indicated that the impinging 
jet flow can become severely disrupted due to the entrainment 
of surrounding air by the rotating disk motion. These studies 
are not directly applicable to the case considered here since 
this work primarily concerns a free-surface jet, in which the 
influence of a surrounding fluid is negligible, and since a ro­
tationally dominated flow pattern does not arise. Results apply 
directly to submerged jets, such as those considered by Martin 
(1977), only when the impinging flow is not disrupted by the 
motion imparted to the surrounding fluid. It should be noted 
that flow disruption of a submerged jet by fluid entrained by 
surface motion demonstrates the importance of surface motion 
in affecting heat or mass transfer rates. 

An experimental study of a turbulent, planar air jet im­
pinging on a moving surface was performed by van Heiningen 
et al. (1977). Their apparatus consisted of a large rotating drum 
heated and cooled by two externally mounted and oppositely 
facing nozzles. Local heat transfer coefficients were in close 
agreement with jet impingement studies employing stationary 
flat plates. Surface motion effects were deemed therefore to 
be negligible for the conditions of their experiments in which 
the plate speed was less than 1.5 percent of the jet impingement 
velocity. The effect of surface motion on forced convection 
heat transfer due to an impinging, turbulent, planar gas jet 
was modeled numerically by Huang et al. (1984) for an iso­
thermal plate. A crossflow of fluid (moving in the same di­
rection as the plate) was incorporated to simulate flow from 
neighboring jets and to reduce ambiguity associated with fluid 
entrainment due to surface motion. Numerical results showed 
little change in the location of the peak Nusselt number due 
to surface motion for ratios of surf ace-to-jet velocities from 
0 to 0.5. However, the peak Nusselt number decreased slightly 
at higher surface velocities, but this decrease was only dis-
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Fig. 1 Cooling of steel plate by planar water jets subsequent to hot 
rolling 

cernible in their results when the crossflow was high. Thus, 
the slight decrease in peak Nusselt number beneath the jet may 
have been due to a perturbation in the crossflow velocity profile 
caused by the wall motion. It is difficult generally to determine 
from their results the importance of surface motion, since the 
surface motion affected the imposed crossflow and also since 
a moving surface may not be isothermal. 

In this study, attention is focused on the stagnation region 
of a laminar, planar jet where surface motion is directed per­
pendicular to the jet plane. In order to estimate the effect of 
surface motion, a similarity analysis is performed with the 
Navier-Stokes equations to determine the flow velocity. Heat 
and mass transfer distributions are determined from numerical 
solutions to the conservation equations for energy and species, 
where velocity components are calculated from the similarity 
solution. Determining flow velocity from the similarity solu­
tion reduces ambiguity associated with fluid entrained by the 
moving surface. This reduction in ambiguity is made possible 
by assuming that the entrained fluid only alters the impinging 
flow in regions adjacent to the moving surface. 

Analysis 

Model Restrictions and Assumptions. The stagnation region 
beneath a planar jet is depicted in Fig. 2. In this region, the 
vertical velocity components of the fluid in the central portions 
of the jet become smaller near the surface. The flow bifurcates 
symmetrically along a stagnation line subtending the plate in 
the spanwise direction. A stagnation region is formed where 
the flow is characterized by a nearly constant gradient duj 
dx in the horizontal free-stream velocity component w„ (i.e., 
the component parallel to the impingement surface) due to a 
change in static pressure with the distance x from the stagnation 
line. Boundary layer analyses are often performed to calculate 
heat and mass transfer coefficients in the stagnation region 
(White, 1974). For the case where the impingement surface is 
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Fig. 2 Variation in the flow velocity component directed parallel to the 
moving surface within the stagnation region of a planar jet 

in motion as in Fig. 2, the boundary layer equations for x < 
0 are not applicable, since fluid is entrained by the surface 
motion and information is thereby propagated against the free-
stream flow direction. A boundary layer flow does develop 
for x > 0 where the surface and free-stream motions are in 
the same direction. However, boundary conditions for the 
boundary layer problem at x = 0 are difficult to specify, and 
solutions are facilitated by considering the region enclosed by 
the dashed lines in Fig. 2 as a single elliptic problem. 

Velocity profiles for the velocity component directed parallel 
to the impingement surface are shown in Fig. 2 at the stagnation 
line and at equal distances from the stagnation line. For x < 
0, fluid near the surface is entrained by the surface motion, 
while fluid farther from the surface is more greatly influenced 
by the free-stream velocity component ua. Fluid at the stag­
nation line (x = 0), where u„ = 0, is propelled only by the 
surface motion. For x > 0, the flow velocity and surface 

N o m e n c l a t u r e 

C = 

C = 

D = 
h = 

hq = 

hm = 

H = 

specific heat at constant pres­
sure 
free-stream velocity gradient 
near stagnation line [equation 
(7)] 
dimensionless velocity gradient 
= wC/vj 
coefficient of friction [equa­
tion (20)] 
mass diffusivity 
function related to flow veloc­
ity [equation (6)] 
convective heat transfer coef­
ficient [equation (24a)] 
convective mass transfer coef­
ficient [equation (24Z>)] 
dependent variable governing 
flow velocity = h(v/Q~U2 

k 
L 

Nu„ 
Nu4 

P 
Po 
Pr 

Q 
Rew 

Sc 

dependent variable related to 
flow velocity on moving im­
pingement surface = L/vs 

thermal conductivity 
function related to flow veloc­
ity on moving impingement 
surface [equation (11)] 
Nusselt number = hq w/k 
ratio of Nusselt number for 
moving plate to Nusselt num­
ber for stationary plate 
static pressure 
stagnation pressure 
Prandtl number = \i.cp/k 
heat flux 
Reynolds number = vjw/v 
Schmidt number = v/D 

Sh = Sherwood number = hmw/D 
Sh„ = ratio of Sherwood number for 

moving plate to Sherwood 
number for stationary plate 

T = temperature 
Ts = local temperature of impinge­

ment surface 
7^0 = temperature of impingement 

surface at stagnation line 
(x = 0) 

= free-stream temperature (jet 
temperature) 

u = x component of velocity 
u = dimensionless velocity compo­

nent = U/Vj 
Moo = x component of free-stream 

velocity 
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motion are in the same direction and flow symmetry ensures 
that the magnitude of the free-stream velocity component w<„ 
is equal to the magnitude of w„ at the same distance from the 
stagnation line where x < 0. It is therefore assumed that surface 
motion effects are restricted to a small entrained fluid layer 
located adjacent to the moving surface. In addition, in order 
to maintain the characteristics of the impinging flow, effluent 
located above the entrained layer cannot collect on the moving 
surface and create a backwash against the incident jet. These 
assumptions should be generally valid for curved impingement 
surfaces such as rotating drums, for upwardly discharging jets, 
or for short moving plates, where effluent cannot readily re­
enter the stagnation region due to geometric considerations. 
However, if a backwash of fluid disrupts the impinging flow, 
the model would no longer directly apply. 

Flow is often turbulent in many industrial jet cooling, heat­
ing, or drying systems. Since little work has been done to 
ascertain the importance of surface motion in impinging flows, 
laminar flow conditions are considered in order to reveal many 
underlying physical mechanisms. Specific assumptions are: (/) 
steady, incompressible laminar flow, (») constant thermo-
physical properties, (Hi) negligible viscous heating, (iv) neg­
ligible body forces in comparison to viscous forces, (v) 
impinging flow not disrupted by flow entrainment, (vi) im­
permeable impingement surface, and (vii) low mass transfer 
rates such that the mass fraction of the diffusing species is 
much less than unity. 

In the following analysis, the flow velocity on the moving 
surface is determined by modifying and extending an existing 
analytical solution pertaining to stagnation flow on stationary 
surfaces. Velocity components are then used with the conser­
vation equations for energy and species to determine heat and 
mass transfer distributions numerically. Employing an ana­
lytical flow solution to obtain numerical solutions to the energy 
equation is advantageous since ambiguity associated with fluid 
entrainment on the moving surface is reduced. 

Determination of Flow Velocity. Equations for the conser­
vation of mass and momentum that correspond to the as­
sumptions are (Burmeister, 1983) 

du dv „ 
ox ay 

du du -1 dP 
u—+v — = — +v 

ax ay p ox 
<fu dh*_ 
dx2 + dy2 

dv dv -I dP 
U—+V— = — +P . , - r -, 

dx dy p dy ^dx2 W 

d2v d2v 

(1) 

(2) 

(3) 

The flow velocity is subject to conditions at the impingement 
surface and far above the impingement surface. 

Impingement surface (y = 0): 

v = 0 

Far above impingement surface (y~°°): 

« = «<» 

v=va 

(4a) 

(4b) 

(5a) 

(5b) 

A solution method to equations (l)-(3) was developed to 
incorporate a moving impingement surface (Zumbrunnen, 
1990). The method was subsequently found to have been pre­
sented earlier by Rott (1956) in an investigation of unsteady 
flow past airfoils, but its pertinence to impinging jets used in 
materials processing appears to have been unrecognized. The 
method is related to the analytical solution for two-dimensional 
stagnation flows on stationary impingement surfaces by K. 
Hiemenz (Schlichting, 1979), which for clarity must be con­
sidered first. Near the stationary impingement surface, the 
velocity components of a fluid element directed normal and 
parallel to the stagnation streamline are given respectively by 

u = Cxh'(y) (6a) 

v=-Ch(y) (6b) 

In equation (6), h(y) is a function only of y, C is a positive 
constant, and the distances from the stagnation line perpen­
dicular and parallel to the stagnation streamline are x and y, 
respectively. The constant C can be determined from potential 
flow solutions (Inada et al., 1981) or from static pressure 
measurements (Zumbrunnen et al., 1989). Far from the sur­
face, the free-stream velocity components are 

u^ = Cx (la) 

Vo.= -Cy (lb) 

The velocity components given by equations (6) and (7) satisfy 
mass conservation [equation (1)] as required. The magnitude 
of the free-stream velocity vector V is related simply to ua and 
voo by V = (wi + td)1 / 2 and can be used with Bernoulli's 
equation to find the corresponding pressure distribution in the 
free stream [equation (8a)]. Since viscous effects become more 
significant near the impingement surface, equation (8a) is used 
to suggest the proper functional form for the pressure distri­
bution in the viscous flow [equation (8b)]. 

Po-P^pC^+y2] (8a) 

Nomenclature (cont.) 

v, = 

y« = 

Vf 

X 

dimensionless free-stream ve­
locity component = um/vj 
y component of velocity 
dimensionless velocity compo­
nent = v/vj 
impingement velocity 
velocity of impingement sur­
face 
y component of free-stream 
velocity 
dimensionless surface velocity 
= Vs/Vj 
dimensionless free-stream 
velocity component = v^/vj 
jet width 
horizontal distance from stag­
nation line (Fig. 2) 

x = dimensionless distance = x/w 
xmax = largest magnitude of x (Fig. 4) 

y = vertical distance above im­
pingement surface (Fig. 2) 

y = dimensionless distance = y/w 
i8 = dimensionless surface temper­

ature or surface mass fraction 
gradient [equation (23)] 

8 = velocity boundary layer thick­
ness 

j ; = dimensionless coordinate = 
y(p/Q~U2 = y(CRew)1/2 

6 = dimensionless temperature = 
(T - r . ) / ( r , 0 - 7V.) 

8S = dimensionless surface temper­
ature = (7; - To,,)/ 
(TsO ~ Ta) 

V 

p 

US0 = 

Q = 

Qs 

• dynamic viscosity 
: kinematic viscosity = \i/p 

mass density 
shear stress at impingement 
surface 
mass fraction of diffusing 
species 
local mass fraction at im­
pingement surface 
mass fraction at stagnation 
line on impingement surface 
free-stream mass fraction of 
diffusing species 
dimensionless mass fraction = 
(co - ux)/(ois0 - oia) 
dimensionless surface mass 
fraction = (ois - aa)/ 
(o j jo - "<») 
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P0-P=]-pC2[x2 + F(y)] (8b) 

Boundary conditions for h (y) in equation (6) are readily found 
by comparing equations (6) and (7) at the stationary impinge­
ment surface where u = v = 0 and far from the surface where 
u-'Uoo and u— vm. 

y = 0 

y~< 

, dh „ 
h = — = 0 

dy 
dh 

dy' 
— 1 

(9a) 

(9b) 

A governing ordinary differential equation for h (y) can be 
found from equation (2), where u, v, and P are given by 
equations (6) and (8b) 

2 . 2 , 7 3 * d2h d'h 
- 1 = 0 (10) 

dh) 
\dy) n df C dy1 

Utilizing boundary conditions given by equation (9), u and v 
are determined from the solution to equation (10). With the 
velocity components known, equations (3) and (8b) are utilized 
to evaluate F(y), with F(y = 0) = 0 at the stagnation line (x 
= 0) according to equation (8a). 

For the moving impingement surface, viscous effects require 
that the horizontal flow velocity u near the surface at each 
point x approach the surface speed vs. In particular, at the 
stagnation line (x = 0) where H„ = 0, the flow velocity must 
be largest at the plate surface (y = 0) and become smaller 
away from the surface, as in Fig. 2. Equation (6a) is modified 
to give an expression for the horizontal velocity component 
that includes surface motion effects 

u=Cxh'(y)+L(y) (11) 

As will be shown in the subsequent analysis, the function L (y) 
incorporating surface motion effects is dependent on h(y). 
No attempt is made to linearize the Navier-Stokes equations 
and equation (11) is thereby not a statement of superposition, 
but is found to be a general solution to the Navier-Stokes 
equations. At this point, h(y) and L(y) may be regarded as 
unknown functions, which must satisfy specified matching 
conditions that are discussed below. The corresponding expres­
sion for the vertical velocity component v on the moving sur­
face is found from equations (1) and (11). Since v = 0 at the 
impingement surface [assumption (vi)], the expression for v 
is readily shown to be identical to equation (6b). 

Equation (11) must become identical to equation (7a) far 
from the surface and, at the surface, u - vs. With boundary 
conditions for h(y) given by equation (9), the function L(y) 
is subject to 

y = Q:L = vs (12a) 

as y-oo : L~0 (12b) 

With equations (6b) and (11), equation (2) gives 

C2x S'-* d2h v d3h 

df c dy 
1 

+ c 
dh dL v dlL 

dy dy C dy2 = 0 (13) 

The solution to L(y) can be found from equation (13) by 
noting that the first expression in brackets is identical to equa­
tion (10) pertaining to the stationary impingement surface. 
Since the boundary conditions [equation (9)] for h(y) remain 
unchanged, both expressions in brackets are identically equal 
to zero and the governing ordinary differential equation for 
L is 

v d2L dL 

Cdy2+k dy' •*? = « 
dy 

(14) 
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Fig. 3 Solutions to the differential equations governing flow velocity 
in the stagnation region 

In terms of the dimensionless variables C, u, v, H, I, and t} 
(see Nomenclature), equations (11), (6b), (10), and (14) become 

U = Cx-—+VsI(ri) 
dr\ 

v=-H(V) 

d5H ,d2H 

drj dy 

Re„, 

dH 

dr\ 
+ 1 = 0 

dtj 

(15) 

(16) 

(17) 

(18) 

Equations (17) and (18) are subject to the conditions given by 
equations (9) and (12), which in terms of H, I, and rj, are 

,, = 0 : H=^=0; 1=1 
dt] 

dH , T „ 
^ - o o : — — 1 ; 7 - 0 

drj 

(19a) 

(19b) 

Solutions to equation (17) are available graphically and in 
tabulated form (White, 1974; Schlichting, 1979). Values of H 
from these solutions can be used with equation (19) to deter­
mine I(ri) by numerical integration of equation (18). However, 
in order to ensure adequate accuracy, equations (17) and (18) 
were both written as systems of first-order differential equa­
tions and then each system was solved by the fourth-order 
Runge-Kutta method. A step size of 0.02 was used for ri to en­
sure accuracy to six decimal places. Initial values for d H/dr)2 

and dl/dr) were assumed and integration was performed for 0 
< rj < 10. The initial values were successively improved by 
using the secant method until the conditions given by equation 
(196) were satisfied at r; = 10. This maximum value of T; was 
selected since larger values did not affect the integrated results, 
indicating that r) = 10 is effectively infinity in equation (196). 
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Fig. 4 Computational domain and boundary conditions used in nu­
merical solution to conservation equations tor energy and species 

Results of the numerical integration are plotted in Fig. 3, 
wherein the primes denote differentiation with respect to ij. 
Although available elsewhere (White, 1974; Schlichting, 1979), 
the solution to equation (17) is included since it is required to 
solve equation (18). Along the stagnation line (x = 0) where 
«„ = 0, the flow velocity on the moving surface is governed 
by /(ij) according to equation (15), which rapidly approaches 
zero as rj increases. Thus, for rj 5; 3, surface motion has a 
small effect on the flow. Adjacent to the stagnation line, u in 
equation (15) depends on both dH/d-q and I(JI). The influence 
of the free stream is governed by dH/dr\, which is close to 
unity for 7) & 3. The functions dH/dr\ and /(»/) are, therefore, 
countervailing and the importance of surface motion depends 
on the distances from the stagnation line and from the surface. 

The coefficient of friction Cf can be determined from the 
flow solution and is defined by 

du dv 

by dx 

Cf= 
y=o 

pvj/2' pvj/2 
(20) 

where TS is the shear stress at the impingement surface. In 
accordance with equations (66) and (16), dv/dx = 0 in equation 
(20). In terms of the dimensionless position x and the dimen-
sionless parameters V, Rew, and vs, the shear stress distribution 
on the moving impingement surface is with equation (15) 

dr\ 
CfRel =2^C 

-d'H 
CX—Y+VS 

dr\ 
(21) 

where d2H/dv
2\v=0~ 1.232588andrf//^l ,= 0 » -0.804752. 

Determination of Heat and Mass Transfer Distributions. In 
terms of the dimensionless variables 6, Q, x, and y (see No­
menclature), equations for the conservation of energy and 
species (Burmeister, 1983), which correspond to the assump­
tions, are 

PrRe„ 

ScRe„ 

_ d 0 
dx 

36 

dv 

d2d d26 

_dQ _ d 0 
u—+v — 

dx dy 

~d-? + df 

"dx2 + df 

T=2 (22a) 

(22b) 

using the line-by-line method and the tridiagonal matrix al­
gorithm (Patankar, 1980). At y = 0, piecewise linear variations 
in 6S and Qs are specified in equation (23), where /3 is the 
dimensionless gradient in surface temperature or mass fraction 
in the vicinity of the stagnation line 

- x m a x < x < - 0 . 2 , y = 0: 0S=QS= 1 -0.2(3 (23a) 

- 0 . 2 < x < 0 . 2 , y = 0: ds = Qs=l+Px (23b) 

0.2<x<xm a x > J = 0 : 0s = fis=l+O.2/3 (23c) 

For heat transfer: 

0 = 

For mass transfer: 

|3 = 

dTs 
dx 

T — T 
dds 

dx 
(23d) 

x = 0 

w • 
da 

dx dOs 

dx 
(23c) 

A linear variation near the stagnation line was deemed to 
be appropriate in that such a local variation was measured 
experimentally for a moving plate cooled by a turbulent, planar 
water jet (Zumbrunnen et al., 1990) and since only variations 
near the stagnation line are considered. Since 6S and Qs are 
constant for x < - 0.2 and x > - 0.2, the boundary conditions 
in Fig. 4 at x = -xmaK and x = xmax (i.e., d6/dx = dfi/dx = 
0) are consistent with equation (23). This consistency decreases 
the sensitivity to the proximity of the boundary condition at 
x = -x m a x , where the-temperature distribution of the fluid 
traveling with the surface (Fig. 2) is generally not known. At 
y = ymas, the distance from the impingement surface is suf­
ficiently large that free-stream conditions prevail, giving 8 = 
0 = 0. 

The computational domain in Fig. 4 was subdivided using 
a uniform grid with 31 grid points in the x direction and 41 
grid points in the y direction. A greater number of divisions 
was employed in the y direction for which velocity, species, 
and temperature gradients were higher. Values for xmax and 
ymax were carefully chosen to minimize sensitivity to the bound­
ary conditions. For the dimensionless surface speeds consid­
ered (0 < vs < 4), results were determined to be insensitive 
to the boundary conditions at xmax with xmax = 0.3. A value 
of 0.4 was used for ymax in order to ensure that changes in 
temperature and mass fraction were confined to the compu­
tational domain for the Prandtl and Schmidt numbers con­
sidered. 

In accordance with the heat/mass transfer analogy and given 
the similarity in the boundary conditions, 0(x, y) = QQc, y) 
when Pr = Sc. Local Nusselt and Sherwood numbers, with 
the jet width w as a characteristic length, were calculated from 
central difference representations (Gerald, 1978) of equations 
(24a) and (246) 

N U w ( x ) = M^__zi_*> 

Shw(3c) = 
_, hm(x)w 

6s(x) dy 

- 1 dil 

(24a) 

D Qs(x) dy 

J> = 0 

j> = 0 

(246) 

Equations (22«) and (226) were solved numerically for the 
boundary conditions and computational domain given in Fig. 
4. Central difference approximations (Gerald, 1978) were used 
to represent the partial derivatives, and the velocity compo­
nents u and v were calculated from equations (15) and (16). 
The resulting system of finite difference equations was solved 

Model Verification 
The Nusselt number Nu„, at the stagnation line for a planar 

jet impinging on a stationary, isothermal surface can be cal­
culated from the similarity solution for laminar flow past a 
wedge (White, 1974). Model-predicted values for Nu„, with vs 
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Fig. 5 Dimensionless flow velocity component u in the vicinity of a 
stationary and moving impingement surface with C = 0.7854 

= 0 and x = 0 were within 0.4 percent of values calculated 
from the wedge flow solution for the Prandtl number range 
considered in this study (0.5 < Pr < 3.0). Experimental heat 
transfer results for a laminar, planar jet impinging on a sta­
tionary (vs = 0) surface with Pr = 7.5 are given by Inada et 
al. (1981). Their specified correction for Prandtl number (Nu„ 
oc Pr037) was applied to adapt their results to Pr = 3.0. A 
comparison is provided in Fig. 8, wherein excellent agreement 
is evident. Comparisons to the numerical results reported by 
Huang et al. (1984) were not possible since a crossflow of fluid 
was imposed in their work to simulate flow from neighboring 
jets. 

Results and Discussion 
The effect of surface motion on heat and mass transfer in 

the stagnation region is clarified by first considering the flow 
velocity solution. In equation (15), the dimensionless velocity 
component u depends on the dimensionless free-stream velocity 
gradient C, the dimensionless distance from the stagnation line 
x, and on the dimensionless surface velocity vs. The product 
~Cx is recognized from equation (7a) to be the dimensionless 
free-stream velocity «„. The influence of surface motion rel­
ative to the free stream in determining u is governed by the 
functions dH/d-q and I{-q) in Fig. 3. Near the surface (jq ~ 0), 
/(?/) » dH/d-q and u is most greatly influenced by surface 
motion. The influence of surface motion diminishes at larger 
•q, and u approaches the value corresponding to a stationary 
surface. The velocity component V in equation (16), however, 
is independent of the surface motion. This result can be sur­
mised intuitively by noting that the surface motion in the sym­
metrically dividing flow is directed perpendicular to the flow 
direction for v. 

The dimensionless flow velocity component n is presented 
in Fig. 5 for a stationary surface (vs = 0) and for a moving 
surface (vs = 1.0). The specified value for C pertains to planar 
jets where the discharge velocity is uniform across the nozzle 
width (Inada et al., 1981). Velocity profiles are presented only 
for -0.4 < x < 0.4, where the free-stream velocity in the 
planar jet is closely described by equation (7). For vs = 0, the 
flow velocity profiles are symmetric about the stagnation line 
(x = 0) and indicate the flow acceleration commonly associated 
with stagnation flow. The velocity profiles for the moving 
impingement surface differ markedly from those for the sta­
tionary surface. At the stagnation line, flow is induced near 

the surface (-q = 0) as a consequence of the surface motion. 
The flow velocities near the surface for x = 0.2 and x = 0.4 
are higher than the flow velocities far from the surface, since 
the fluid acceleration in the free stream is not complete. For 
x < 0, the flow velocity close to the surface is directed opposite 
to the flow far from the surface. The region containing fluid 
moving in the direction of surface motion becomes larger as 
the distance from the stagnation line decreases and the free-
stream velocity diminishes. The case where vs « 1 is shown 
in Fig. 2. The case where vs » 1 is qualitatively similar to 
Fig. 5 with vs = 1.0. 

Further understanding of the flow on the moving surface 
can be gained by considering the expression for friction coef­
ficient Cf given by equation (21). It is evident from Fig. 5 that 
the dimensionless velocity gradient du/drj\n=0 is greatly af­
fected by surface motion. According to equation (21), the 
magnitudes of the friction coefficients for the stationary sur­
face are equal at equal values of x from the stagnation line. 
However, as the surface velocity vs increases, the friction coef­
ficient distribution is displaced downward (dl/d-ql^^o = 
-0.804752) since the gradient in the flow velocity component 
u is increasingly influenced by the surface motion as Fig. 5 
indicates. 

A well-known characteristic of impinging flows, where the 
impingement surface is stationary, is the constancy of the ve­
locity boundary layer thickness 5 within the impingement re­
gion (Schlichting, 1979). Equation (15) was used to determine 
values for -q wherey = 5 [i.e., ̂ (^ = 5)] for the moving surface 
according to the criterion !(««„ - u)/u„\ = 0.01. This criterion 
reduces to u/ua = 0.99 used to establish 5 for the stationary 
surface. (The criterion u/u„ = 0.99 is not generally appro­
priate for the moving surface since I u I can be larger than 
IS,*!.) The solution to equation (10) is readily used to show 
that ?) (y = 8) = 2.4 for the stationary surface. For the moving 
impingement surface, calculations indicate that the velocity 
boundary layer thickness is largest near the stagnation line and 
increases with the surface velocity vs. The spatial variation in 
the boundary layer thickness and the dependence on vs are 
attributed to the differing relative influence of the functions 
dH/dr} and /(r;) (Fig. 3) in determining the flow velocity in 
equation (15). However, the difference between the flow ve­
locity component u and the free-stream velocity «„ is small 
for r) s 2.4, since changes in dH/d-q and Hn) are very nearly 
completed in Fig. 3- Thus, the distance over which the velocity 
changes on the moving plate is largely represented by the ve-
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Fig. 6 Heat and mass transfer distributions on a moving impingement 
surface characterized by a varying surface temperature or surface mass 
fraction with C = 0.7854, Pr = Sc = 0.7, and 0 = -0 .2 

locity boundary layer thickness on the stationary surface, for 
which i) = 2.4. 

The numerical model was used to generate local heat and 
mass transfer distributions for a moving surface with a constant 
surface temperature or constant mass fraction [/3 = 0 in equa­
tion (23)1. Heat and mass transfer distributions in terms of 
NuwRe^ or Sh^Re^05 varied with surface velocity by less 
than 0.1 percent over the range 0 < T̂  < 4.0 for 0.5 < Pr < 
3.0 and 0.5 < Sc < 3.0. This insensitivity to surface velocity 
arises when /3 = 0 since under this condition, as commonly 
noted in analytical stagnation flow solutions (White, 1974), 
30/bx « bd/by, bH/bx2 « b26/by2, bQ/bx « bQ/by, and 
tfti/bx2 « b2U/bf. Equation (22) then becomes 

dQ d2Q 
ScRe^— = —2 (25b) 

by by 

Solutions to equation (25) are independent of the flow velocity 
component u [equation (15)] and dependent on the flow ve­
locity component v [equation (16)]. Since values of V given by 
equation (16) remain unchanged on the moving surface, the 
solutions to equation (25) do not depend on the surface velocity 
vs. Consequently, heat and mass transfer correlations or anal­
yses for stationary impingement surfaces can be used to de­
termine heat or mass transfer rates for moving impingement 
surfaces when the moving surface is characterized by a constant 
surface temperature or constant surface mass fraction for the 
diffusing species. These restrictions are seldom satisfied in 
cooling processes since the surface temperature of a material 
in motion generally decreases as the material passes through 
an impinging jet. In drying applications, surface mass fraction 
can also decrease if the moving material is simultaneously 
cooled. 

The effect of a decreasing surface temperature or surface 
mass fraction oil the local heat and mass transfer distributions 
for a uniform (C = 0.7854) planar jet impinging on a moving 
surface is shown in Fig. 6. The values for Pr and Sc are rep­
resentative of applications where air is used for cooling or 
where air is used to evaporate water. All distributions shown 
in Fig. 6 pertain to the single variation for 6S or Qs given by 
equation (23) with 0 = - 0.2. Of primary interest in this study 
is the influence of surface motion on heat and mass transfer 
near the stagnation line (x < 10.21). As discussed earlier, linear 
variations in 8S and Qs were specified near the stagnation line 
since such variations closely approximate the local surface 
temperature distribution on a moving plate (Zumbrunnen et 
al., 1990). Local Nusselt and Sherwood numbers farther from 
the stagnation line (x > 10.21) correspond to regions where 
constant surface temperature and surface mass fraction are 
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Fig. 7 Influence of local surface temperature gradient or local mass 
fraction gradient on heat and mass transfer at the stagnation line (x 
= 0) with C = 0.7854 and Pr = Sc = 0.7 

prescribed, in order to obtain heat and mass transfer results 
that are independent of the boundary conditions at x = 10.31 
in Fig. 4. Results for this region are presented in Fig. 6 for 
completeness and to show the importance of the local gradient 
in 6S and Qs for a moving impingement surface. The general 
behavior in local Nusselt and Sherwood numbers for 3c > 10.21 
is consistent with the discussion related to equation (25), since 
single values of Nusselt and Sherwood numbers are approached 
near x = 10.31 once the surface gradient is removed. Closer 
to the stagnation line, local Nusselt and Sherwood numbers 
with the linear surface variation decrease with increasing sur­
face velocity. Decreases occur, since warmer or higher con­
centration fluid near the surface is transported by the surface 
motion to regions located downstream with respect to the sur­
face motion direction. The temperature or mass fraction gra­
dients directed perpendicular to the surface are thereby reduced. 
The decrease is most significant for x > 0 where the surface 
motion and fluid flow are in the same direction. For x < 0, 
the surface motion and fluid flow are oppositely directed and 
the larger relative velocity between the surface and flow leads 
to a smaller reduction in the Nusselt and Sherwood numbers. 

The influence of a decreasing surface temperature or surface 
mass fraction is examined further at the stagnation line (x = 
0) in Fig. 7. For the stationary surface (vs = 0), the Nusselt 
and Sherwood numbers are independent of the dimensionless 
surface temperature gradient or surface mass fraction gradient. 
This independence is due to the symmetry of the dividing flow 
at the stagnation line, where fluid approaches the surface only 
along the stagnation line. A dependence on surface temperature 
gradient at the stagnation line has been suggested by boundary 
layer similarity analyses, which utilize surface temperature var­
iations of the functional form Ts - T„ = Axy (Levy, 1952; 
Eckert and Drake, 1972), where A and y are positive constants 
to approximate physical temperature variations. However, al­
though mathematically satisfying conditions needed to achieve 
similarity solutions, this functional form is inappropriate in 
impinging flows since, in contradiction with Ts - Ta = Ax7, 
Ts ?± Tx for x = 0 where a finite heat transfer coefficient 
applies (Zumbrunnen et al., 1989). 

For the moving impingement surface, Nusselt and Sherwood 
numbers in Fig. 7 are smaller for larger magnitudes of the 
parameter (3. Reductions are greater at higher values of the 
dimensionless surface velocity vs, but become vanishingly small 
for (8 = 0. In terms of Nu» (the ratio of Nu„, for a moving 
surface to Nu„, for a stationary surface), Nusselt numbers can 
be reduced by more than 30 percent for vs « 4.0 and /3 = 
- 0.25. Analogous reductions for Sherwood numbers are given 
in terms of Sh„. Nusselt or Sherwood numbers decrease by 
less than 10 percent for small surface velocities (vs < 0.5) with 
- |3 < 0.25. This result is consistent with the aforedescribed 
study conducted by van Heiningen et al. (1977), in which heat 
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in 

Fig. 8 Influence of Prandtl and Schmidt numbers on heat and mass 
transfer at the stagnation line (x = 0) with C = 0.7854 and 0 = -0.1 

transfer results for vs < 0.015 were in close agreement with 
results from studies employing stationary plates. 

In Fig. 8, Nusselt and Sherwood numbers at the stagnation 
line (x = 0) with fi = —0.1 are larger at higher Prandtl and 
Schmidt numbers, but decrease with increasing surface velocity 
as in Fig. 7. The distance from the moving surface over which 
flow velocity varies relative to the distance for which temper­
ature and mass fraction vary is governed by the Prandtl and 
Schmidt numbers. At higher Prandtl and Schmidt numbers, 
the region adjacent to the surface affected by surface motion 
extends farther into the flow. Consequently, temperature and 
mass fraction profiles are more greatly influenced by the sur­
face motion at the higher Prandtl and Schmidt numbers, which 
is indicated in Fig. 8 by the correspondingly smaller values of 
Nu„ and Sh* at the higher surface velocities. However, re­
ductions in heat or mass transfer in Fig. 8 are only weakly 
dependent on the Prandtl or Schmidt numbers. This result 
suggests that surface motion effects at the stagnation line can 
be succintly expressed in terms of Nu» and Sh„ for large ranges 
in Pr and Sc by the format employed in Fig, 7. The importance 
of surface motion can be assessed by first estimating /3 and vs 
from entrance and exit conditions for a specified cooling or 
drying application. The corresponding value for Nu* or Sh„ 
can then be determined from Fig. 7. 

Conclusions 
The influence of surface motion on fluid flow is confined 

to a thin region, which, although larger, is effectively repre­
sented by the velocity boundary layer thickness for a planar 
jet impinging on a stationary surface. Convective heat and 
mass transfer are unaffected by surface motion when the sur­
face temperature and surface mass fraction are spatially con­
stant along the impingement surface. However, in situations 
where surface temperature or surface mass fraction vary with 
distance from the stagnation line, convective heat and mass 
transfer are dependent on the dimensionless surface velocity 
vs. Surface temperature and surface mass fraction typically 
decrease in the direction of surface motion in applications 
where impinging jets are employed. Consequently, compara­

tively warmer or higher concentration fluid is entrained by the 
surface motion, decreasing heat and mass transfer rates at 
positions downstream with respect to the surface motion di­
rection. Empirical heat and mass transfer correlations for im­
pinging jets, which are often developed with stationary 
impingement surfaces, may provide inaccurate estimates in 
manufacturing processes where the cooled or dried material is 
in motion. Values of Nu, and Sh„, which are shown in Figs. 
7 and 8, can be used to assess the importance of surface motion 
and the applicability of empirical correlations to particular jet 
cooling or drying applications. 
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Conwectiwe Heat Transfer by 
Impingement of Circular Liquid 

The impingement of circular, liquid jets provides a convenient method of cooling 
surfaces. Here, jet impingement cooling of uniformly heated surf aces is investigated 
analytically and experimentally for stable, unsubmerged, uniform velocity laminar 
jets in the absence of phase change. Analytical and numerical predictions are de­
veloped for a laminar radial film flow. Experiments using undisturbed laminar jets 
were performed to determine local Nusselt numbers from the stagnation point to 
radii of up to 40 diameters. Turbulent transition in the film flow is observed ex­
perimentally at a certain radius. Beyond this transition radius, a separate turbulent 
analysis is constructed. Integral method results are compared to numerical results, 
and Prandtl number effects are investigated. The predictions are found to agree well 
with the measurements for both laminar and turbulent flow. Predictive formulae 
are recommended for the entire range of radii. 

Introduction 
Cooling a surface with an impinging liquid jet is an attractive 

technique because of its high efficiency and unsophisticated 
hardware requirements. Applications of jet impingement cool­
ing are varied, and include processing of both metals and 
molded plastics, cooling of high-efficiency (aircraft) generator 
coils, and cooling of certain electronic modules. Such jets lend 
themselves to either convective boiling or to nonevaporative 
convection, but in both situations the cooling efficiency varies 
with the radial distance from the point of impact. In this study, 
we consider the impingement of a circular, unsubmerged, lam­
inar liquid jet on a surface of uniform heat flux. Convective 
transport, without change of phase, is analyzed theoretically 
and experimentally, taking account of both the initial laminar 
flow and the downstream turbulent flow. 

An axisymmetric, laminar impinging jet spreads into a thin, 
laminar liquid film when it impacts a plane surface normal to 
its axis (Fig. 1). The hydrodynamics of this film have previously 
been studied theoretically by Watson (1964) and experimentally 
by Azuma and Hoshino (1984a, 1984b, 1984c, 1984d) and by 
Olsson and Turkdogan (1966). Watson divided the flow ra­
dially into a stagnation region, a boundary layer region with 
surface velocity equal to jet speed, and a region of viscous 
similarity with decreasing surface velocity; he noted that the 
film flow would be terminated by a hydraulic jump at a location 
independently controlled by downstream conditions. The 
thickness of the film initially decreases and then increases with 
radius as viscous wall effects slow the spreading film. Watson 
employed both viscous similarity and momentum integral so­
lutions. 

Watson's theoretical expressions for the laminar boundary 
layer and similarity region velocity profiles and film thickness 
were experimentally verified by Azuma and Hoshino (1984b, 
1984c) using laser-Doppler measurements. This is in contrast 
to the results of Olsson and Turkdogan (1966), who measured 
the surface velocity by dropping bits of cork onto the liquid. 
Olsson and Turkdogan found poor agreement with Watson's 
predictions, observing a constant surface velocity lower than 
the jet speed, and their results have sometimes been used to 

deny the presence of a similarity region. However, no conclu­
sive evidence showed that the dropped, buoyant cork actually 
moved at the liquid surface speed. Since the experimental ap­
proach of Azuma and Hoshino is clearly more accurate, we 
are inclined to give their conclusions greater weight. For the 
details of Watson's flow field, the reader is referred to his 
paper. His expressions, and those of a later independent study 
by Sharan (1984), are quoted hereinafter when needed. 

Azuma and Hoshino measured the turbulent transition ra­
dius in their system (which used an annular orifice mounted 
on the plate, rather than an actual impinging jet) and also 
measured the subsequent velocity profiles. The turbulent film 
was well characterized by standard boundary layer results, but 
it did appear to show relaminarization farther downstream as 
the film slowed and its stability increased. 

Using Watson's similarity solution, Chaudhury (1964) ana­
lyzed the heat transfer from an isothermal wall in terms of a 
series solution for the similarity region and an integral solution 
for the boundary layer region; Carper (1989) has also presented 
a solution to that problem. Liu and Lienhard (1989) developed 
predictions of the Nusselt number for uniform heat flux using 
an integral method and presented limited comparisons to ex-

r^cx 
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Fig. 1 Jet and film flow field showing hydrodynamic evolution (not to 
scale) 
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perimental data. Wang et al. (1989a, 1989b, 1989c) gave de­
tailed theoretical solutions for heat transfer in the stagnation 
and boundary layer regions; these solutions account for vari­
able wall conditions as well as for conjugate heat transfer 
between the jet and the wall. They did not consider the down­
stream similarity region, in which surface velocity declines with 
radius; at common Reynolds numbers, the stagnation zone 
and boundary layer regimes are confined to radii of 3 to 7 
diameters from the point of impact. When a jet is used to cool 
large areas, the similarity region and turbulent transition must 
also be accounted for. 

Experimental studies have been few, particularly in regard 
to local, rather than average, heat transfer. Ishigai et al. (1977) 
measured local heat transfer coefficients in the hydraulic jump 
region and presented a limited, graphic set of data for the local 
heat transfer coefficient in the plane of impact. They men­
tioned that the data showed a downstream transition from 
laminar to turbulent flow; their jets were produced by a short 
tube, three diameters in length. Stevens and Webb (1989) in­
vestigated turbulent impinging jet heat transfer experimentally 
and developed a correlation for Nu^. Their data are confined 
to r/d < 15 and their correlation is accurate in a region r/d 
< 5 for d= 2.2 mm and a smaller region for larger diameter 
of jets. The radial transition from laminar to turbulent flow 
was not mentioned, but it must be noted that their jets were 
deliberately made turbulent prior to impact. 

Nakoryakov et al. (1978) used electrodiffusion to obtain 
local mass transfer coefficients beneath a laminar jet and com­
pared them to an appropriate boundary layer analysis. Their 
study applies to very high Schmidt number (Sc » 1 ) and a 
boundary condition of uniform wall concentration, corre­
spondent to uniform wall temperature conditions at Pr » 1. 

Their experiments showed the mass transfer coefficient to rise 
above the laminar prediction downstream, and they argued 
this to result from surface waves. However, the present results 
suggest that transition to turbulence is a more likely cause in 
their range of Reynolds number. The incoming jet velocities 
for their experiments were calculated on the basis of the ap­
parently theoretical stagnation zone result 

Nu ;=0.753Pr1 / 3Re, (1) 

where / is the radius of their electrodiffusion probe. However, 
this correlation was not independently corroborated in their 
paper. 

The present paper develops radially complete results for the 
liquid film heat transfer with uniform heat flux; most of these 
results are analytically derived, and all are validated experi­
mentally. Particular attention is devoted to the similarity re­
gion, employing numerical solutions for the uniform flux 
condition (which is not self-similar) to investigate the role of 
wall boundary conditions, simplified correlations, and the in­
tegral method prediction of a critical Prandtl number above 
which the thermal boundary layer does not reach the free 
surface (Liu and Lienhard, 1989). Our previous integral method 
solutions are extended to include Pr < 1. The laminar pre­
dictions are then compared to new experimental data from an 
experimental apparatus configured to achieve very clean, sta­
ble, laminar jets. The laminar predictions are generally found 
to agree very well with the data. In addition, turbulent tran­
sition is observed in the similarity region, and separate ana­
lytical predictions are developed to account for the turbulent 
augmentation of the heat transfer. A correlation is given for 
the turbulent transition point. 

Nomenclature 

c„ = heat capacity 
jet contraction coefficient 
= 0.611 
friction factor 
contracted jet diameter = 
•Jc~c x (diameter of ori­
fice) 

f'(ri) = similarity function, equa­
tion (24) 
local thickness of liquid 
sheet 
liquid sheet thickness at 
the position where ther­
mal boundary layer 
reaches the free surface 
liquid sheet thickness at 
transition point from 
laminar to turbulence 
liquid sheet thickness at 
fro 
thermal conductivity of 
the liquid 
thermal conductivity of 
the heater 
Nusselt number = qwd/ 
k(Tw-Tf) 

Nur = Nusselt number based on 
r, = qwr/k(T„-Tf) = 
Nurf (r/d) 
Prandtl number 
wall heat flux 
volume flow rate of jet = 

Cc = 

d 

h = 

hr] = 

h, = 

hrn — 

k = 

kw — 

Nud = 

Pr 

Q 
ufitd /4 

r = radius measured from 
point of jet impact 

rh = hump radius, at which 
turbulence is fully devel­
oped 

r0 = radius at which 5 reaches 
the surface of the liquid 
sheet 

r-i = radius where thermal 
boundary layer reaches 
the free surface for 
Pr > 1 

rT,i = location of the initial 
temperature profile given 

rm = radius where thermal 
boundary layer reaches 
the free surface for 
Pr < 1 

rUii = location of the initial ve­
locity profile given 

r, = radius at transition point 
from laminar to turbulent 
flow 

R = Reynolds number defined 
by Watson = 2Q/dv = 
(TT/2) Red-

Red = Reynolds number of the 
jet = Ufd/v 

St = Stanton number = q„/ 
PCpWmax ( T„ - Tsf) 

t = heater sheet thickness 
T(r, y) = liquid temperature distri­

bution 
Tf = jet temperature at im­

pingement 

Tm = 

Tsf = 
TSat — 

Tw = 

u(r,y) 

uf = 

y = 

5 = 

8, 

A 
AT0 

V = 

measured temperature on 
the back of the heater 
free surface temperature 
liquid saturation tempera­
ture 
wall temperature on the 
liquid side of the heater 
radial velocity distribution 
in liquid film 
velocity of impinging jet 
local maximum film ve­
locity (liquid free surface 
velocity), equal to Uj in 
regions 2, 21, and 3/ 
distance normal to the 
wall 
distance between nozzle 
and target plate 
viscous boundary layer 
thickness 
thermal boundary layer 
thickness 
S/h 
A at /Yo 
(t/d);e2 is the order of 
radial to vertical conduc­
tion in the heater sheet 
similarity variable 
nondimensional tempera­
ture 
dynamic viscosity 
kinematic viscosity 
density 
5/6, 
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Region 1/ Region 3/ 

(b) 
Fig. 2 Development oJ the thermal boundary layer: (a) Pr > 1; (b) Pr < 
1 (not to scale) 

2 Predictions From the Laminar Theory 
2.1 Integral Solutions for the Heat Transfer: Pr > 1. In 

aprevious study (Liu and Lienhard, 1989), we obtained integral 
solutions for the heat transfer in the boundary layer and sim­
ilarity regions for Prandtl number greater than the unity. The 
regions identified and results found are as follow (see Fig. 2a): 

Region 1. The stagnation zone. 
Region 2. d<h region: Neither the thermal nor viscous bound­

ary layer reach the free surface; surface temperature and 
velocity, r s / and «max, are the inlet temperature and velocity, 
Tf and Up 

Region 3. 8 = h and 8,<h region: The viscous boundary layer 
has reached the free surface. The velocity outside the viscous 
boundary layer decreases with radius, but the surface tem­
perature remains at the inlet temperature, Tf. 

Region 4. 8 = h, 8,= h, and Tw< Tsat region: In this region, the 
thermal boundary layer has reached the surface of the liquid 
sheet, and the temperature of the liquid surface increases 
with radius. 
For region 2, the boundary layer region follows the stag­
nation zone: 

/ A 1/2 

Nud= 0.632 Rey2 Pr1 (2) 

Region 2 ends and region 3 begins where the viscous boundary 
layer reaches the film surface at r= r0 = 0.1773tfRey3. In region 
3: 

0.407 R e y 3 P r 1 / 3 [ - ] 

Nud = -
0.1713(H) + ^ 4 7 Z 

\r/ Redd 

where 

0.267(d/r0) 1/2 

(3) 

(4) 

0.1713 (H) + ^ 

Region 3 ends and region 4 begins where the thermal boundary 
layer reaches the liquid surface at r = r,; equations defining r\ 
are given in our previous paper. In region 4: 

(5) Nu„ 
1 

P P V 1 - ^ ) i l \ + 0 . 1 3 0 ^ + 0 . 0 3 7 1 ^ PrRe d \ r V \dj d d 

where h is given by equation (20) below. Note that region 4 
will occur only for Pr less than a critical value near five3; 
otherwise, the thermal boundary layer does not grow fast 
enough to reach the surface of the liquid film, which thickens 
at increasing radius owing to viscous retardation. This Prandtl 
number prediction is of particular interest, and we shall explore 
it further using numerical solutions for the viscous flow regime 
below. Regions 3 and 4 correspond to Watson's self-similar 
viscous flow regime. 

2.2 Integral Solutions for the Heat Transfer: Pr < 1. As 
noted in our previous paper, the region map changes for small 
Prandtl number (see Fig. 2b): 
Region 11. The stagnation zone. 
Region 21. 5,<h region: Neither the thermal nor viscous 

boundary layer reaches the free surface; surface temperature 
and velocity, Tsf and umax, are the inlet temperature and 
velocity, 7} and uf. 

Region 31. 8, = h and8<h region: The thermal boundary layer 
has reached the free surface. The surface temperature in­
creases with radius, but the velocity outside the viscous 
boundary layer is still the jet velocity, uj. 

Region 41. 8 = h, bt = h, and Tw<Rsa, region: In this region, the 
viscous boundary layer has reached the surface of the liquid 
sheet, and the velocity of the liquid surface decreases with 
radius. 
The integral energy equation may be used to estimate the 

Nusselt number: 

jr\r(T- Tf)dy = ^ r 
PCp 

(6) 

In region 21, we approximate the velocity and temperature 
profiles as 

Tw=(Tf~Tw) 

~ ^max 
~3y 1 
2 6 2 

"3 y 
2 8, 

/ \ 3"! 

07 
y<8 

(7) 

(8) 
= Uf y>8 

These profiles satisfy no slip at the wall, have no shear or heat 
flux at the free surface (i.e., negligible evaporation; Liu and 
Lienhard, 1989), and match the local wall temperature. In­
tegration of equation (6) with these profiles yields 

We have here corrected a minor typographical error in the expression for 
C3 appearing in our previous paper. 

3 Our previous paper gave this value as 4.86. If the higher-order terms in the 
integral analysis are retained, the value becomes 5.23, which is 7 percent higher 
than the previous one. 
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Nurf = 
£***© (1_*+^2 

5 / r \ 
«- f i r1.786Nud l 1 

4**)" 

1/2 

(10) 

and C is a constant used to match to the stagnation zone. (The 
stagnation zone is discussed in Section 4.4 below.) If we assume 
that at the match point rm, Nud = Nurfi„, and <j> = </>„„ then 

2 

C--
9Re d Pr / ' r„ , \ / 2 2 J _ A 4 

, + 5</> ,„ -^ 1 / £» 
'l \d 

( ID 
16Nitff(B 

If 8/5, is very small and C is also negligible (as shown in section 
4), equation (11) can be further simplified to 

ld\ 1/2 

Nu d =1 .06Rey 2 Pr 1 / 2 l - J (12) 

Region 2/ ends where the thermal boundary layer reaches the 
surface of the liquid sheet at r = rTO; 

fro 

d 

0.1984Rey
3Pr1/3 

\T273 

l-0.7107Prl/2J 
(13) 

In region 31,8, = h and the temperature of the liquid surface, 
TSf, is an increasing function of r. The temperature profile in 
this region is 

^ ~ Av = ( 7 j / — Tw) 
2h 2\h 

(14) 

Atrn, the beginning of region 3/, Nu d = Nudj7-0, # = hT0, 
and 5 = 5 r o , where h and 5 can be computed from Sharan's 
equations (1984): 

Vo.1251-) +1.005 (^—,\ (15) 

8 r 
3=2.6791 — _ , 

1/2 

(16) 

Integration of equation (6) from r = rT0 with equations (8) 
and (14) gives 

Nurf 

\ 2 (1 - -A) / 
RedPrh 

fro 
r 

Ah (5 3 Ah7 
+ td {8~20Ai + 280A,j " 5 ^ 1 1 " 2 0 A f o + 280A4ro 

+ 2 ^ I o ( ' 1 _ l A r o 1 
(17) 

'Nuj-o 

where A = 8/h. If the terms in A are neglected, this simplifies 
to 
Nud 

2 

RedPrfc 
1_ [MY\ + 0 < 8 3 3 * : _ 0 . 8 3 3 ^ + 2-™^° 1 

! rft Nu r o 

(18) 

Region 4/ begins at r0 = 0.1773 rfReY3, where the viscous 
boundary layer reaches the surface; here, the surface velocity 
decreases with radius. Sharan's integral analysis (1984) shows 
that 

lufd
l 

" m a x ~ 5 hr 

(9) where 

£ = 0.1713 
d"\ 5.147 A-2' 

Rerf U 

(19) 

(20) 

(Equation (20) is in good agreement with Watson's expression 
for h, which is based on velocity profile of the similarity so­
lution.) The velocity profile is equation (8) with 8 = h and 
Umax from equation (19), while the temperature profile is still 
equation (14). At r = r0, h = h0 and Nurf = Nud>0- Integration 
of equation (6) from r = r0 yields 

N u d = 
0.25 

- J _ ^ _ f ) + 0 . l 3 0 f e - ^ + 0 . 2 5 - ^ RedPrU?2 d2 \d d Nud,0 

(21) 

2.3 Numerical Integration in the Viscous Similarity Re­
gion. In the region of viscous similarity, we may solve the 
nonsimilar boundary-layer energy equation numerically in or­
der to evaluate the accuracy of the integral method solutions 
for regions 3 and 4 ( P r > l ) and for region 4/ ( P r < l ) . In 
addition, we may probe the predicted critical Prandtl number 
for the occurrence of region 4 and the general differences 
between regions 3 and 4. 

Chaudhury (1964) used Watson's velocity similarity to trans­
form the energy equation in the film into the following form: 

dzT 
Pr/ ' 

(P + P)dT 
dt " rL dr 

Here, the velocity similarity profile is (Watson, 1964) 

p/'O0 = V3 + l-
2VI 

M l - r / ) ] 

(22) 

(23) 
\+cn[V 

where en is a Jacobi elliptic function, c = 1.402, the similarity 
coordinate is 

V 
y_ 

' h 

3V3gr 
2v2v(P + l\ -y (24) 

(25) 

and the length / is 
/=0.3243e?Rey3 

We may nondimensionalize r and / in equation (22) with r0, 
the radius at which the viscous boundary layer reaches the 
liquid surface (0.1833dRey3, according to Watson's analysis4). 
Temperature is nondimensionalized as 

T-Tf 

AT 
(26) 

where AT is chosen for convenience as AT = (2ir2vqwrl) / 

(3\/3><2) for uniform wall heat flux and as AT = T„ - 7} 
for uniform wall temperature. The differential equation is then 

* ? = P r / ' 0 0 — ^ ^ 

The thermal boundary condition at the wall is 

30 

drj 

for uniform flux and 

0 l , - o = l 
for uniform temperature. The free surface is assumed to ex­
perience negligible evaporation or convection, so that 

, = 0 

(28) 

(29) 

Watson found a Blasius velocity profile upstream of the similarity region. 
The integral method's algebraic velocity profile gives a constant of 0.1773, rather 
than 0.1833 (3.4 percent lower). To maintain consistency within each approach, 
we apply 0.1773 with our. integral solutions and 0.1833 with the differential 
equation solutions. 
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Fig. 3 Experimental apparatus: 1. Freon line; 2. chilled water tank; 3. 
pump; 4. water supply line; 5. pressure transducer; 6. digital voltmeter; 
7. pressure gage; 8. momentum dissipating plate; 9. honeycomb; 10. 
sharp-edged orifice plate; 11. plenum; 12. steel heater sheet; 13. ther­
mocouple leads; 14. pressurized plastic box; 15. ammeter; 16. voltmeter; 
17. 30 kW generator; 18. compressor; 19. heat exchanger; 20. cooling 
water; 21. throttling valve; 22. evaporator 

This approximation is valid for low liquid surface temperatures 
(Liu and Lienhard, 1989). 

The numerical integration begins at f = 1 (r = r0). The 
temperature profile at this station is the initial condition for 
the solution; tests (see below) show that the initial profile is 
quickly damped and has little influence on the Nusselt number 
downstream. The following initial profile was employed: 

T-Tf , 3. l / A 3 

^w>= 1 _2«;+AV y~b' (31) 

= 0 d,sy<S (32) 
which again satisfies the boundary conditions (no surface flux 
and matching to T„). The wall temperature and boundary layer 
thickness were selected to match those of the upstream bound­
ary layer as calculated from the integral solution. The differ­
ential equation was integrated using the Crank-Nicholson 
procedure. 

3 Experiments 
Experiments were performed to determine the wall temper­

ature distribution and Nusselt number that actually occur in 
jet impingement cooling. The experimental arrangement is 
shown in Fig. 3. The apparatus is in three primary parts: a 
water jet loop, a refrigerating system, and an electrical heating 
system. 

In our previous paper, the experimental jets showed signif­
icant disturbances and sometimes splattered. To prevent splat­
tering, a new apparatus was built specifically to produce 
uniform velocity-profile, laminar jets free of the surface dis­
turbances that produce splattering (Vasista, 1989). A large 
plenum with an inlet momentum-breakup plate and turbulence 

dissipating honeycomb was used to create a pressurized liquid 
supply free of disturbances from the incoming flow. The jets 
studied were produced at the bottom of the plenum. The sta­
bility of liquid jets is very sensitive to the' type of nozzle pro­
ducing the jet. Pipelike nozzles provide turbulent liquid to the 
jet when the Reynolds number exceeds a relatively small value 
(2000-4000); this turbulence generally leads to disturbances in 
the liquid surface, which are unstable and which are strongly 
amplified when the jet impacts a flat surface (Errico, 1986). 
In the present experiments, carefully machined sharp-edged 
orifice plates were used, rather than pipelike nozzles. Sharp-
edged orifices yield laminar, undisturbed jets of high stability. 
Thus, splattering was entirely suppressed in the present ex­
periments. 

The liquid supply was chilled by a mechanical refrigerator 
before being pumped to the plenum. The water was cooled to 
near 4°C. This cooling served two purposes. The first was to 
ensure that the liquid free-surface temperature would not be­
come high enough to produce significant evaporative heat loss 
at any point along the heater surface (Liu and Lienhard, 1989). 
The second was to increase the accuracy of the experiments: 
The requirement of low evaporative loss necessitates relatively 
low heat fluxes and consequently small differences between 
wall and inlet temperatures. Subcooling the liquid supply max­
imized the measured AT, without creating evaporative loss, 
and thus decreased the uncertainty in the measured Nusselt 
number. 

The liquid jets impinge on a heater made of 0.10-mm-thick, 
15.2-cm-wide stainless steel sheet. The sheet is stretched over 
the open top of a 15.2 cm by 17.7 cm plexiglass insulation box 
and over 2.54-cm-dia. copper rods, which serve as electrodes; 
springs maintain the tension in the sheet as it expands thermally 
and prevent its vibration or deflection. The insulation box 
keeps water away from the underside of the heater sheet, and 
restricts underside heat losses to a negligible natural convection 
loss. The box is slightly pressurized with compressed air to 
prevent liquid inflow. A 15 V, 1200 amp generator powers the 
sheet directly; the generator was run at up to 20 percent of 
full power. 

The wall temperature distribution is measured by 0.076 mm 
J-type thermocouples attached to the underside of the sheet 
and electrically insulated from it by high-temperature Kapton 
tape. Starting at the stagnation point of the jet, the thermo­
couples are placed at radial increments of 1.27 cm along the 
arcs of circle centered at the stagnation point, within a sector 
of very small angle. The azimuthal symmetry of the flow is 
very high, and the mechanical convenience of this arrangement 
was found to introduce no error. 

Radial conduction in the heater sheet may be shown to be 
of order e2 = (t/l)2 relative to vertical conduction, where / is 
the length scale associated with radial changes in the heat 
transfer coefficient. For the jets, /is essentially the jet diameter, 
d, so that e2 « 0.001. Radial conduction is thus negligible in 
comparison to vertical conduction; a formal perturbation so­
lution of the heat equation substantiates this conclusion. 

Convective backloss, via natural convection below the heater, 
is likewise negligible relative to the convective cooling at the 
upper surface of the heater; the back is essentially adiabatic. 
At the stagnation point, backloss is less than 0.2 percent of 
the total flux, owing to the very high liquid-side Nusselt num-

• ber. The backloss increases downstream, as the Nusselt number 
declines, but even in the worst case, at the largest radius, this 
loss is less than 4 percent. Because the backloss is so small, 
the temperature drop through the 0.06 mm thick Kapton tape 
(which electrically isolates the thermocouples) was entirely neg­
ligible and required no temperature correction. 

The vertical conductive temperature drop through the elec­
trical heater, however, can be appreciable in regions where the 
surface heat transfer coefficient becomes large, principally the 
stagnation zone. Solution of the heat equation, through terms 
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Fig. 5 Comparison of uniform heat flux and uniform temperature wall 
conditions in the viscous similarity region (from differential equation) 

of order e = t/d, shows that the ratio of the true Nusselt 
number, based on liquid-side temperature (Nu, = qwd/k(Tw 

- T/)) to the measured Nusselt number, based on temperature 
at the back of the heater (Num = qwd/k(Tm - 7})) is 

Nu, 1 
N u m ~ l - f N u m / 2 <33> 

where f = tk/kwd relates the Biot number to the true Nusselt 
number . This temperature correction was applied in reducing 
the measured data . For the majority of our measurements, the 
correction is less than 10 percent of the Nusselt number . How­
ever, in the stagnation region, particularly when using the 
smallest orifice (3.18 mm) , the correction could be as large as 
30 percent. 

For each thermocouple measurement , a number of values 
were taken to reduce r andom error. These measured values 
were averaged to get the actual values for the calculations. The 
thermocouples were also calibrated under isothermal condi­
tions before and after each run to reduce systematic errors . 
The wall temperature increases with radius and the local Nus­
selt number is based on the temperature differences between 
the wall and the incoming jets . At the stagnation point , the 
temperature differences are smallest and the uncertainty is 
largest. For 3/8 in. (9.5 mm) diameter orifice it is ± 30 percent. 
The uncertainty goes down very rapidly as radius increases 
and for most positions uncertainty is less than ± 5 percent. 
Further reduction of stagnation zone uncertainty, by increasing 
the heat flux, was untenable as a result of the requirement of 
minimizing downstream evaporation. The uncertainty for Re d 

is less than ± 2 percent and that for r is less than ± 0 . 2 5 m m . 
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Fig. 6 Comparison of the solutions from differential and integral anal­
ysis of the viscous similarity region at Rerf = 104 for: (a) Pr > 1; and (b) 
Pr < 1 

Discussion 

4.1 Comparison of Integral and Differential Solu­
tions. Numerical integration of the differential equation (22) 
requires the temperature distribution at the beginning of the 
similarity region. The exact temperature distribution depends 
on the upstream stagnation and boundary layer regions. In 
our calculations, that distribution is based on the polynomial 
solution from the integral method. However, to test the effects 
of this initial condition, the computation was also run with an 
initially linear temperature distribution, between T„ and 7}, 
in the boundary layer and with a uniform initial temperature, 
at Tf. The bulk temperatures of these two profiles are larger 
and smaller, respectively, than that of the polynomial, while 
the initial slopes of the profiles near the wall are smaller and 
larger, respectively. Thus, the linear profile gives a lower initial 
Nud and the uniform profile gives a higher initial Nud. Figure 
4 compares the computations for the different initial temper­
ature profiles. By r/r0 = 3, the difference between the linear, 
polynomial, and constant initial temperature profiles has de­
creased to less than 10 percent, and the profiles are indistin-
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guishable at larger r/r0. Thus, the initial temperature 
distribution has minimal influence on the Nusselt number in 
the region far from the center, and results based on the 
polynomial initial distribution are clearly satisfactory. More­
over, these tests show that the heat transfer in the stagnation 
zone and boundary layer regimes have little effect on the wall 
temperature at large radii. 

Figure 5 compares heat transfer coefficients for uniform 
wall heat flux (UHF) to those for uniform wall temperature 
(UWT) from the differential equation solution. In our previous 
paper, we noted that, in the boundary layer region, the heat 
transfer coefficient for UHF was 25 percent higher than that 
for UWT. By contrast, in the similarity region, the difference 
between boundary conditions increases with increasing radius. 
Once the thermal boundary layer reaches the free surface, the 
energy from the wall is absorbed by the entire film, a situation 
comparable to fully developed duct flow. However, the UHF 
condition for the radial film differs markedly from the duct 
flow, in that the heat transfer surface increases linearly with 
radius. The UHF condition of the jet is akin to a duct flow 
with flux increasing linearly with axial position, and such a 
condition is known to produce a higher heat transfer coeffi-
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Fig. 10 Transition and hump radii 

cient. This conclusion is not altered by our definition of Nud 
in terms of incoming, rather than bulk, temperature. 

The figure shows that, for small Prandtl numbers, the UWT 
Nusselt number decreases more rapidly than for large Prandtl 
number, since the driving temperature difference between wall 
and surface temperature dwindles much faster at low Pr. At 
r/r0 = 10, the UWT Nusselt number for Pr = 2 is only 9 
percent as large as that UHF, and that for Pr = 6 is only 40 
percent. 

Nusselt numbers from the integral and differential equations 
are compared in Figs. 6(a, b) for P r> l and Pr< l , respec­
tively.5 For Pr > 1, the maximum difference between the 
integral and differential solutions is about 10 percent. The 
integral solution is lower than the differential equation solution 
as a result of the assumed shape of the temperature distri­
bution. The integral solution neglects the higher order terms 
in <5,/<5, which should cause more error as Pr decreases toward 
unity, but the comparison shows better agreement with the 
differential equation solution at lower Pr. Apparently, the 
neglect of higher order terms compensates for the somewhat 
smoother profile of the integral procedure. For P r< l , Fig. 

5The ordinate Nur/ReJ'3 follows naturally from the scaling of the differential 
equation, but does not carry the full dependence on Re,,. 
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6(b) shows the simplified integral results, which neglect all 
terms in 0 or A. In contrast to Pr> 1, for Pr< 1 the neglected 
terms are as large as the terms retained when Pr approaches 
unity. The comparison shows that for Pr = 0.1 the disagree­
ment between the integral and differential equations is more 
than 20 percent. Fortunately, most liquid metals have Pr near 
0.01, and for this case the simplified integral results agree with 
the differential results to better than 5 percent. For larger 
Prandtl numbers, the higher order terms should be retained 
when calculating Nu^. 

From the integral analysis, we previously found that the 
thermal boundary layer would not reach the free surface for 
Pr>5.2. Therefore, for Pr>5.2, the free surface temperature 
remains at Tf for all r according to the integral analysis. Of 
course, this is an approximation based on the assumption of 
a sharply defined boundary layer. Figure 7 shows the dimen-
sionless free surface temperature from the differential equation 
solution as function of r/r0 and illustrates the strong influence 
of the Prandtl number. For Pr = 2, the surface temperature 
is more than 11 times higher than for Pr = 10. For Pr>5.2, 
the free surface temperature increases much more slowly. How­
ever, the surface temperature does rise above the inlet value 
for Pr>5.2, and this is another cause of differences between 
integral and differential solutions for Nud. 
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Fig. 13 Comparison of data to the laminar and turbulent predictions 
(predictions follow Table 1) 

For engineering purposes, it is convenient to construct a 
simplified version of the integral or differential predictions. 
First, we note that, in the Prandtl number range between 1 
and 5.2 (for which region 4 is possible), the difference between 
the integral solutions for region 3 and region 4, if applied at 
the same Reynolds number and radius, amounts to less than 
3 percent. Thus, the equation derived for region 3 can usually 
be applied as a good approximation in region 4 as well. 

For futher simplification, we may consider r/d » 0.322 
Re1/3 and neglect the terms in d/r and C3 in the integral result 
for region 3 (equation (3)): 

An (d\ Nurf=0.172RedPr";l - (34) 

Correlation of the differential equation solutions (accurate to 
±9 percent) leads to the following, similar result for 1 < Pr 
< 100 and 2.5 < r/r0 < 100: 

Nud=0.195Re^8Pr' ,0.98 r>n .38 / (35) 

For the range 2.5 < r/r0 < 10, a slightly better fit (to ±5 
percent) is 
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Nurf=0.15Rer3Pr0-38 (36) 

Since a turbulent transition and a hydraulic jump usually occur 
downstream, the latter equation is more useful. However, nei­
ther correlation is reliably accurate in the range 1 < r/r0 < 
2.5; this range is important in practice, and we recommend 
use of the theoretical prediction, equation (3), in region 3. The 
integral prediction for region 2 is equation (2). For laminar 
flow, equations (2) and (3) can be used to estimate the local 
Nusselt number. These predictions are compared with our ex­
perimental data below. 

The preceding results do not mean that the identification of 
regions 3 and 4 is unimportant. In region 4, liquid surface 
temperature increases rapidly with radius, and evaporation can 
become very significant. Conversely, in region 3, evaporation 
can be less important for low initial liquid temperature. Thus, 
for lower Prandtl numbers, the surface temperature should 
always be estimated, and, if necessary, the adiabatic surface 
condition should be dropped in favor of an evaporating surface 
condition. Surface evaporation was carefully suppressed in the 
present experiments by cooling the incoming liquid and by 
limiting the heat flux, but in engineering applications, evap­
oration will almost always occur. Evaporation will tend to 
raise Nurf (Liu and Lienhard, 1989), since it offers an additional 
heat sink, unless it leads to film dryout downstream, in which 
case Nud will drop disastrously. 

The numerical solutions with constant Prandtl number sug­
gest Nusselt number is proportional to Prandtl number to the 
0.38 power over Prandtl number from 1 to 100. However, 
most liquids of high Prandtl number show a rapid decrease in 
Prandtl number with increasing temperature. Streamwise var­
iations in Pr, as bulk temperature rises, are certainly important 
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and probably outweigh any finer adjustments of the Prandtl 
number exponents. Best agreement with experimental data was 
obtained when the values of viscosity (i.e., Red) and Pr used 
in the equations were those corresponding' to temperatures at 
the radial midpoint of the film. 

4.2 Turbulent Transition. The preceding analyses are based 
on laminar flow and consider neither surface waves nor tur­
bulent transition. Plainly, it is important to know the location 
of transition from laminar to turbulent flow. If, in addition, 
turbulence significantly raises the Nusselt number above the 
laminar prediction, a separate analysis of the turbulent trans­
port is necessary. 

Figure 8 shows measurements of the turbulent transition 
radius in the present system. The transition point is easily 
identified, since the laminar liquid sheet is smooth and trans­
parent, while the turbulent liquid sheet has a rough surface, 
which reflects light and appears bright. The associated surface 
waves are described by Azuma and Hoshino (1984a) as "lattice-
shaped" waves. A curve fit of our data (Gabour, 1991) gives 
the transition radius as 

R Re£422=1.2xl03 (37) 
V / 

In their own system, Azuma and Hoshino measured 

(-,)Re!P15 = 0.73xl03 (38) 
Vv 

which shows a slightly weaker dependence on Reynolds num­
ber, but turbulent transition points normally depend on the 
disturbances present in a specific system. Equation (37) sug­
gests a coordinate of (r/d) Re^422. Using this coordinate, some 
of the present heat transfer data are shown in Fig. 9. At the 
transition point, the figure shows a clear shift in the slope of 
the Nusselt number, which becomes more pronounced at higher 
Reynolds number. The Nusselt number increases above the 
laminar trend, as direct comparisons (below) illustrate. Note 
that the abscissa here is chosen to illustrate the turbulent tran­
sition, not the functional dependence of Nud on Red and Pr; 
thus, the curves do not collapse to a single line. Moreover, the 
streamwise changes in the Red and Pr dependencies make it 
impossible to present all of our data, for many different con­
ditions, on a single graph. In this and following figures, we 
present enough data to illustrate the general behavior without 
attempting to be exhaustive. 

The Nusselt numbers show a hump downstream of the tur­
bulent transition point. This hump corresponds to the point 
at which the turbulence has become fully developed (see heat 
transfer predictions below). As the Reynolds number increases, 
the hump becomes more pronounced and occurs after shorter 
distance. The transition and hump radii are shown as a function 
of jet Reynolds number in Fig. 10. The data for the hump 
position can be correlated as 

Table 1 Suggested formulae for local Nusselt number for Pr > 0(1) 

Region Range N u j 

Stagnation zone 0 < r/d < 0.787, 0.15 < Pr < 3 

P r > 3 
" 0.715 Re;j/2Pr0-4 

0.797 ReV'Pr1 /3 

Transition: stagn. to b.l 0.787 < r/d < 2.23 
173 

b.l. region (2) 2.23 < r/d < 0.1773 ReJ73 
0.632 R e y 2 P r 1 / 3 ( ? jrr 

Similarity region (3 &; 4) 0.1773 Re1/3 < r/d < 1200 ReJ 

(r0/d < r/d < r,/d) 

0.407 Rey 3 Pr ' / 3 (g) a ' ' 3 

H ^ f + ^ r [i(i) 
I c3 = o-^Wm) 1 / ' ^ _ 1 (my 

Transition: laminar/turb 1200ReT0422 < r/d < 2.86 X 104Re7 Nu h m ( rQ + [Nu„ r i ( rQ - N u ^ r , ) ] ^ IEH 
Turbulent region r/d > 2.86 X 10" ReT0'6 8HejPr/(G',;PFr 

9(Vr)(r/<l)+28(r/cQV(C,,Pr) 
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Re°/S- 2.86 XlO4 (39) 

Recall that the border of region 2 is r0/d = 0.1773Rey\ This 
implies that if Red > 1.1 x 105, the transition will take place 
in region 2. For the present Reynolds number range, transition 
always occurs in the similarity region (region 3). Indeed, the 
stability analysis of Azuma and Hoshino (1984d) suggests that 
the flow will always be most unstable near the border of regions 
2 and 3, with waves or turbulence commencing in the similarity 
region. 

Figure 11 shows a comparison of the data to the integral 
solution (equation (2)) in region 2. The agreement is generally 
within the uncertainty of the data. This region is relatively 
small. In this region, small concentric ripples can be observed 
(called "disturbance" waves by Azuma and Hoshino). These 
waves do not develop significantly, and they appear to have 
no strong effect on the heat transfer. 

In the similarity region, our heat transfer data show a clear 
transition from laminar to turbulent flow. Azuma and Hoshino 
(1984a) report a critical (transition) discharge Reynolds num­
ber, based on the jet diameter, of 4.8 X 104. From our data 
this critical discharge Reynolds number is much lower (less 
than 2 x 104). This discrepancy may be caused by the definition 
of the critical discharge Reynolds number adopted by Azuma 
and Hoshino. They regarded the flow to be turbulent when 
the so-called "sandpaperlike" waves are present over 50 per­
cent of the azimuthal direction, and took that discharge Reyn­
olds number as the critical value. That type of situation never 
occurs in the present experiments; here with increasing Reyn­
olds number, waves and disturbances inside the liquid sheet 
intensify, but the transition circle stays essentially circular and 
symmetric at all Red. 

The laminar analysis predicts that for a given Red, Nur = 
(r/d) Nurf reaches a peak value and then decreases. Figure 12, 
however, shows two features that differ from the prediction. 
The first is that the data break from the initially linear portion 
of the laminar prediction at a higher value of Nur than pre­
dicted. The other is a sharp peak in Nur downstream of the 
change in slope. The first feature suggests, from our obser­
vations and those of Azuma and Hoshino's (1984a, 1984d), 
that the disturbance waves have intensified in this portion of 
the film. They appear to increase the heat transfer coefficients 
by up to 20 percent in this short region, which is just ahead 
of the transition radius where sandpaperlike waves occur (see 
also Fig. 13b). The second feature, the peak, is simply the 
hump at full development of turbulence, as previously dis­
cussed. 

The friction coefficient measurements and mass transfer 
data of Nakoryakov et al. show a very similar behavior. The 
primary difference is that turbulent transition, as deduced from 
their friction coefficient measurements, occurs in the boundary 
layer region (region 2). Their data show a single peak rather 
than the pair of features seen here. This suggests that the sheet 
has become turbulent before surface waves can contribute sig­
nificantly to the heat transfer. They attribute the peak to waves 
rather than turbulent transition. However, for their Reynolds 
number range, the turbulent transition is a more likely expla­
nation. 

4.3 Prediction of Turbulent Heat Transfer. The Nusselt 
number turbulent flow may be calculated using the thermal ' 
law of the wall. The Stanton number is defined as 

St = - Qw 

and the law of the wall may be written in the standard internal-
flow form 

St = 
C/2 

1.07 + 12 .7(Pr 2 / 3 - l )Vcy2 
= / (C/ , Pr) (41) 

The skin friction coefficient is calculated from the Blasius law 
1/4 / \ 1/4 

(42) 
/ \ 1/4 / \ 

C,= 0.045 ( - ^ - r ) =0.073Rerf1 / 4(^| 

where the 1/7 power turbulent velocity distribution produces 
a maximum velocity 

**max _ ~ 
lUfd2 

7 hr 
and a film thickness h of 

^0.02091 
h = d 

Rei /4 + c-

with 

C=0.1713 + 
5.147 r, 0.02091, 
Red d' Rei /4 

(43) 

(44) 

(45) 

From the above, the Nusselt number for turbulent flow may 
be calculated: 

Nud = 
8Re r fPr/(Q, Pr) 

(46) 

+ 28[-\f(Cf,Pi) 

When Pr » 1, the equation simplifies to 
/ A / A 3/4 

Nud=0.0052Rey4(? -

W W 
Pr 

1.07 + 12 .7 (P r 2 / 3 - l )VC/2 ) 

(47) 

The turbulent Nusselt number is substantially higher than the 
laminar Nurf. 

Figures 13(a, b) show the laminar and turbulent predictions 
together with experimental data for two runs at different Reyn­
olds numbers. In both cases, agreement is excellent. The in­
creasing strength of turbulent augmentation with increasing 
Reynolds number is also quite apparent. The only significant 
disagreement observed is in the stagnation zone for lower Reyn­
olds number. Data and predictions for the stagnation zone are 
discussed in the next section. 

4.4 Stagnation Zone Heat Transfer. In the stagnation zone 
of a body passing through an infinite fluid medium, White 
(1974) finds 

Nu d =G(Pr , 3) m (48) 

The value of B = 2du/dr at the stagnation point of an inviscid 
impinging liquid jet was calculated approximately by Schach 
(1935)s 

where 

G(Pr, 3) = f 0.53898Pr04 

(0.6010Pr1/3-0.05085 
0.15<Pr<3.0 

Pr>3.0 

5=1 .76 " / (49) 

This value should be applicable for reasonably large jet Reyn­
olds numbers. 

From these results 

'0.715 Rey
2Pr0-4 0 . 1 5 < P r s 3 

,Wp r l / 3 T > . ^ (5°) Nu r f= 
0.797 Rey zPr ' P r > 3 

Figure 14 compares the data to the above equations, illustrating 
generally good agreement. The data appear to fall below the 

"Schach's Figs. 9 and 10 are a bit garbled. This often-quoted value is obtained 
from his dv/dz and continuity. 
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prediction at lower Reynolds numbers. This behavior may be 
related to a decrease in the stagnation zone velocity gradient 
owing to viscous effects, but further study is required. 

Nakoryakov et al. (1978) measured the Nusselt number for 
mass transfer beneath an impinging jet at high Schmidt number 
with uniform wall concentration. They did not directly test a 
relation for the stagnation zone transport. Instead, they used 
a relation for Nu (equation (1)) to calculate their jet velocities. 
The relation they used seems to be quite close to that suggested 
above, although its origin remains obscure (it does not appear 
in the reference they cite). Nakoryakov et al. also measured 
wall shear stress in the stagnation zone, but the calibration of 
their stress probe was similarly based on an assumed value of 
du/dr. 

Stevens and Webb (1989) used a pipe-type nozzle producing 
turbulent incoming jets, and their measured Nusselt numbers 
are in the same general range, although a bit higher, than the 
present data. They represented their stagnation zone results 
by a correlation that accounts for the Reynolds number de­
pendence of the stagnation velocity gradient with a dimensional 
correlating factor of u//d 

/ \ - 1/30 / \ - 1/4 

Nurf = 2.67Re2'57R) R ) Pr04 (51) 
W W 

where z is the distance of their nozzle from the heater. This 
correlation shows a somewhat different dependence on jet 
diameter and velocity than is found for the present laminar 
jets. Stevens and Webb present a second correlation for the 
radial variation Nud, which does not represent the present data 
well at the large radii of interest to us, although it does represent 
their own data very well for r/d less than about 5. 

The size of the stagnation zone may be estimated by cal­
culating the radius at which the stagnation boundary layer and 
the region 2 boundary layer have the same thickness (i.e., 
2.107rfRey2 = 2.679 (rrf/Red)

1/2; White, 1974; Sharan, 1984). 
The result is 

^7 = 0.787 (52) 
d 

Similarly, Stevens and Webb found the stagnation region be­
neath a turbulent jet to reach to roughly r/d = 0.75. Our 
crude estimate shows that the stagnation zone is very small. 
Its primary importance is that it possesses the maximum local 
heat transfer coefficient (lowest wall temperature) in the flow. 
It contributes little, however, to overall heat removal or down­
stream Nusselt numbers as may be seen from the full integral 
result for region 2 (Liu and Lienhard, 1989), which does not 
neglect the stagnation zone heat flow as does equation (2): 

/ 27 r\ m 

/ — RedPr-
80 8 

Nud= — — (53) 

- f - l +C, 

with 6 = 2.679 (rd/Red)
l/1. At r = rm, the Nusselt number 

should equal the stagnation zone Nusselt number; thus, 
C2= -0.2535 (54) 

The error in Nu,/ caused by neglecting the stagnation zone is 
less than 10 percent for r/d > 2.23. 

4.5 Recommendations for Nusselt Number Estimation. 
Table 1 summarizes the suggested relations for estimating local 
Nusselt number for impinging, circular, free liquid jets. For 
most regions, deviations are less than 10 percent. For laminar 
convection in the similarity region, however, waves can en­
hance the heat transfer, and Nu^ may exceed the estimate by 
up to 20 percent; as the waves are damped, the heat transfer 
goes back down. The wavy region is relatively small, however, 
because it is limited by subsequent turbulent transition. In the 
region of transition from laminar to turbulent flow, between 

r, and rh, we tentatively recommend a line fit between the 
laminar predictions at r, and the turbulent prediction at rh. 
This fit is shown in Figs. 13 (a, b) and can be seen not to 
account properly for the wave effects that occur in that region 
at larger Reynolds number. With the exceptions of this line fit 
and the correlation for r,/d, all equations in Table 1 are an­
alytical predictions; each is substantiated by experiment. 

4.6 Additional Studies Required. In jet impingement cool­
ing applications, turbulent incoming jets are likely to be pro­
duced, since upstream disturbances are not usually damped 
and the jets often issue from pipes. While turbulence may 
enhance stagnation point heat transfer, it is damped sharply 
as the film spreads. We are currently conducting experimental 
studies of turbulent jet heat transfer. 

Impinging jets will splatter if the jet surface is even slightly 
disturbed or the thin liquid sheet is disturbed beyond a certain 
magnitude. Disturbances to the incoming jet are often caused 
by irregularities in the orifice or by turbulence in the liquid 
supply. Roughness of the target surface can also disturb the 
liquid film. Splattering removes liquid from the liquid film, 
and thus lowers the Nusselt number; Liu and Lienhard (1989) 
estimated reductions of 20 percent or more. We are also in­
vestigating the role of splattering in jet impingement cooling. 

Finally, the behavior of the stagnation zone at lower Reyn­
olds number will be further investigated, owing to surface 
tension effects and a possible viscous decrease of the stagnation 
velocity gradient as Red becomes smaller. 

Conclusions 
Convective heat removal by liquid jet impingement has been 

investigated for uniform wall flux and circular, laminar jets. 
Both theoretical and experimental results are given. 

8 The radial distribution of Nusselt number is accurately 
predicted by the formulae in Table 1 for Prandtl numbers of 
order unity or greater. 

9 Laminar heat transfer in the film for Pr a O(l) may 
be calculated from equation (2) in the boundary layer region 
(region 2) and by equation (3) in the laminar portion of the 
similarity region (regions 3 and/or 4). These regions are de­
scribed in Section 2.1. 

8 Laminar heat transfer predictions for Pr < 1 are de­
veloped in Section 2.2. 

8 Comparison of the integral predictions to numerical so­
lutions in the similarity region supports conclusions previously 
drawn from the integral approach for Pr > 1 as well as the 
new results for Pr < 1. 

8 Turbulent transition occurs at a radius given by equation 
(37). Turbulence becomes fully developed at a radius given by 
equation (39). Turbulent heat transfer in the film is given by 
equation (46). 

8 The stagnation point Nusselt number is reasonably well 
represented by equation (50). 
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Starting Flow and Heat Transfer 
Downstream of a Backward-Facing 
dltJIJ 

Experiments are performed to study the starting process of heat transfer downstream 
of a backward-facing step. A Ludwieg tube wind tunnel is employed to produce the 
incompressible flow, which accelerates from a zero velocity to a steady state value 
with an accelerating period of 7 ms and a steady-state period of 12 ms. Hot-wire 
anemometry and heat flux gages are used to measure the flow and heat transfer 
history, respectively. The onset of transition in the free shear layer shows that the 
disturbance originates from the top corner of the step, then propagating to the free 
stream. The velocity and turbulence profiles in the free shear layer reach steady-
state values after the leading edge disturbance traverses to the measurement locations. 
In regions upstream and far downstream of the step, heat flux history data suggest 
the transformation of the flow from laminar to transitional and finally to turbulent 
flow. Hot-wire anemometry measurements indicate high-frequency turbulence with 
a short characteristic time. In the recirculating region, however, a longer charac­
teristic time is observed because of the existence of large-scale eddies. The dimen­
sionless reattachment length (xr/H) is shown to increase with time from the bottom 
corner (xr/H = 0) in the laminar regime to a maximum value of 13.6 in the 
transitional regime, and decreases to a constant value of 7.6 in the turbulent regime. 
The steady-state flow field and heat transfer compare favorably with existing data 
obtained using steady-state techniques. 

1 Introduction 
Reattaching separated flow has a variety of engineering ap­

plications, such as flow encountered in heat exchangers and 
buildings, on microelectronic circuit boards, and in combustors 
in jet and rocket engines. Two-dimensional flow past a back­
ward-facing step, which represents one of the simplest ge­
ometries for producing separation and reattachment of 
turbulent shear layer flow, has been studied extensively. Aung 
(1983) and Eaton and Johnston (1981) have reviewed and dis­
cussed the effects of system parameters, including Reynolds 
numbers, free-stream turbulence, initial boundary layer type 
and thickness, and channel expansion ratio, on flow separation 
and reattachment. 

Recent investigations on the reattachment process include 
the effects of separation point excitation (Roos and Kegelman, 
1987), initial shear layer (Adams and Johnston, 1988; Aung 
et al., 1985), step Reynolds number (Chen et al., 1988), and 
the inlet turbulence intensity (Isomoto and Honami, 1989). 
Numerical computations were carried out by Gooray et al. 
(1985) for turbulent heat transfer and by Ghoniem and Sethian 
(1987) for laminar flow structure. All the aforementioned stud­
ies were based on steady-state conditions. Reattaching sepa­
rated flow downstream of an abrupt pipe expansion has been 
studied by Baughn et al. (1989). 

A typical steady-state flow pattern of separation and reat­
tachment is shown in Fig. 1. Here, an initial turbulent boundary 
layer flow (Region I) passes over the corner of a backward-
facing step, creating a free shear layer (Region IV) and a 
recirculating region (II). A dividing streamline separates the 
downstream flowing fluid and the fluid in the recirculating 
region. The dividing streamline intersects the downstream wall 
at the reattachment point. Downstream of that point, the flow 
redevelops into a boundary layer type flow (Region III). The 

Boundary Layer 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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Recirculating Region 

Dividing Streamline 

Reattachment Point 

Fig. 1 Sketch for flow over a backward-facing step: H = 3.3 mm; x, = 
254 mm; Region I: initial layer; Region II: recirculating flow; Region III: 
redeveloping boundary layer; Region IV: separated shear layer 

separating streamlines are concave downward, causing a thin­
ning initial boundary layer, and in region II large scale eddies 
prevail (Troutt et al., 1984). 

Since thermal system components often fail as a result of 
too many on-off cycles (i.e., start-up and shut-down), the 
starting process of separation and reattachment may be of 
equal or greater importance in design than the corresponding 
steady-state conditions. Transient phenomena, however, have 
not received adequate attention. Two available studies are the 
laminar flow study carried out by Honji (1975) and by Durst 
and Pereira (1988). In the experimental study performed by 
Honji (1975), he identified two characteristic lengths: the length 
of the formation region (step height) and the diffusion length 
of the free shear layer. Before the leading edge disturbance 
reaches the step, the flow is governed by the step height and 
thus the dimensionless time (u„t/H) and the Reynolds number 
(UaJT/v) control the flow pattern. The same dimensionless time 
has been used by Durst and Pereira (1988) in a numerical study 
of the starting flow down a step in a two-dimensional channel 
flow. Both studies report that the recirculating region grows 
with time until steady state is reached. There has not been, 
however, any study on the leading edge effect on separation 
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Fig. 2 Ludwieg tube wind tunnel and measurement system 

and reattachment. Furthermore, no data are available on tur­
bulent flow and heat transfer in a starting process. 

The objective of the present paper is to investigate the fluid 
flow and heat transfer associated with the starting flow past 
a backward-facing step. Special attention is given to the free 
shear layer and the recirculating region including the reat­
tachment point. This study shows that the structure of flow 
in the starting process, consisting of flow initiation, acceler­
ation, and boundary layer and free shear layer development 
from an initially unsteady laminar flow to an eventually steady 
turbulent flow, is an inherently complicated flow that is little 
understood. To study this starting process and flow devel­
opment, it is necessary to accelerate a flow from zero velocity 
to a steady-state value. To accomplish this, a short-duration 
flow facility, i.e., an 11-m-long Ludwieg tube wind tunnel, has 
been designed, constructed, and installed in the Department 
of Mechanical Engineering and Mechanics at Drexel Univer­
sity. A schematic diagram of this facility is shown in Fig. 2. 

2 Experimental Apparatus and Procedure 
2.1 Ludwieg Tube Wind Tunnel. In the present study, the 

subsonic flow behind expansion waves in a Ludwieg tube wind 
tunnel (Fig. 2) is utilized to produce the starting flow past a 
backward-facing step. The tunnel consists of three sections: a 
127 mm i.d. by 3 m long high-pressure supply tube; a test 
section of 127 mm width, 50.8 mm height, and 700 mm length; 
and a 89 mm i.d. by 7 m long low-pressure dump tube. While 
the tubes are made of stainless steel, the test section is made 
of aluminum for easy machining. A diaphragm, placed 2.4 m 
downstream of the test section, is ruptured by a pin to start 
the flow. The test section is located at a sufficient distance 
from the diaphragm to insure the existence of one-dimensional 
isentropic flow. In the test section, an initial convergent section 
is designed to produce a cross-section-wide uniform flow, which 
is further aided by bleeding part of the flow downstream as 
indicated in Fig. 2. The straight portion, 47.5 mm high (y0) 

by 127 mm wide, has a length of 254 mm to ensure that the 
initial boundary layer at the step is turbulent. The step height 
is 3.3 mm so that the expansion ratio (yjy0) is 1.07. The aspect 
ratio of 38.5 is sufficient to give an essentially two-dimensional 
flow. At the end of the test section, a nozzle 25.4 mm in height 
is installed to choke the flow. 

At the beginning of each experimental run, the entire tunnel 
is evacuated. Dry air is then supplied. The high-pressure tube 
and the test section are then pressurized to 202 kPa, which is 
sufficient to choke the flow at the throat. The data acquisition 
begins after the diaphragm is ruptured by a solenoid-actuated 
pin. At the same time, a shock wave travels downstream while 
an expansion wave propagates upstream, causing the free-
stream temperature to drop. The flow behind the expansion 
wave in the test section accelerates until the flow is choked at 
the throat. A steady-state subsonic flow with a Mach number 
of 0.3, as determined by the area ratio of the test section to 
the nozzle throat, is then reached. This is confirmed by pressure 
and hot-wire measurements (Chen, 1985). The steady-state 
flow has a temperature of 16-18°C below the wall temperature. 
In the test section, the combined value of momentum thick­
nesses on upper and lower walls is less than 5 percent of the 
test section height, so that an external flow rather than a 
channel flow situation may be assumed. 

It should be emphasized that the present experiments require 
no heating of the test section, since heat transfer is produced 
by a temperature difference 16-18"C induced by 
the expansion wave. The heat transfer causes the wall tem­
perature to drop, albeit negligibly, as will be shown in Fig. 8. 
That is, the experiments are conducted at essentially constant 
wall temperature. Further details concerning the operating pro­
cedures of the wind tunnel are available in existing literature 
(Chen, 1985; Tsou et al., 1983), and will not be repeated here. 

2.2 Measurement System. Measurements of pressure as a 
function of time are made using Kistler Model 603B1 piezo­
electric pressure transducers with 503D charge amplifiers. Six 
transducers, mounted along the center line and flush with the 
lower wall (Fig. 2), are located at x = 0, 25.35, 50.80, 76.22, 
114.3, and 165.1 mm, respectively. The response time of these 
transducers is on the order of 1 /*s. 

Measurements of velocity or speed of flow, turbulence, and 
temperature of the flow field are performed using a TSI-1050 
constant temperature hot-wire anemometer having a wire di­
ameter of 5 jim. The hot wire has a dynamic response of 3 
kHz as a temperature sensor. Temperature measurement has 
been found to be in good agreement with that obtained using 
the isentropic relation coupled with the pressure measurement. 
It is found that the wall temperature is essentially constant 
during each test run. In order to obtain the profiles for velocity, 
turbulence intensity, and temperature, the probe has been de­
signed to translate along a vertical direction using a model 

h = heat transfer coefficient 
H = step height = 3.3 mm 
k = thermal conductivity of the 

flow 
M = Mach number 

Nu = Nusselt number = hH/k 
p = pressure transducers 

<?, <Jw = wall heat fluxes 
ReH = step height Reynolds number 

= pu^H/fi 
t = time 
T = temperature 

A77 

u 

\u\ 
u' 
u 

x, x' 

Xr 

Xs 

y 

surface temperature drop 
instantaneous velocity in x 
direction 
instantaneous flow speed 
fluctuation component of u 
mean component of u 
streamwise coordinate as de­
fined in Fig. 1 
reattachment length 
initial length as defined in 
Fig. 1 
cross-stream coordinate as 
defined in Fig. 1 

y0> y\ = distance as defined in Fig. 2 
5 = boundary layer thickness 
/j. = dynamic viscosity of flow 
v = kinematic viscosity of flow 
p = density of flow 
T = dimensionless time defined in 

equation (1) 

Subscripts 
s = at the step or separation 
w = at the wall 
oo = free stream 
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430-M (Newport Corp.) translation stage with a resolution of 
0.01 mm. 

Heat fluxes are measured using thin film platinum gages 5 
mm in length, 0.5 mm in width, and 1000 A in thickness coated 
on Pyrex substrates. The recorded surface temperature history 
is postprocessed based on one-dimensional unsteady heat con­
duction theory (Tsou et al., 1983) to yield time-varying heat 
fluxes. Heat flux gages are mounted flush with the upper wall 
and along the centerline at locations of x/H = -33.6, -20.3, 
0.30, 1.22, 2.13, 3.04, 3.94, 4.85, 5.76, 6.67, 7.59, 13.6, 22.7, 
40.9, with two gages in the initial boundary layer region, nine 
gages in the recirculating region, and three gages in the re­
developing boundary layer region. These gages have extremely 
fast response times (less than 1 fis) and, hence, are capable of 
detecting whether the boundary layer is laminar, transitional, 
or turbulent. In order to convert resistance changes (due to 
the time-varying surface temperatures) to voltage signals, con­
stant currents of 3 mamp are passed through the gages to 
minimize the effect of electric heating. The signals are ampli­
fied with gains of 1000 and filtered at cut-off frequencies of 
3 kHz before being sent to the A/D converter. The details of 
the signal conditioning circuits such as filters and amplifiers 
as well as heat flux processing are discussed elsewhere (Chen, 
1985; Tsou et al., 1983). 

An LSI-11/2 microcomputer with an eight-channel A/D 
converter (12-bit resolution) has been developed for data ac­
quisition. The recorded data are transferred to a VAX-11/750 
minicomputer for further processing and analysis including 
the use of a statistical software package RSI. A sampling rate 
of 40 kHz is employed to measure the turbulence characteristics 
giving a frequency spectrum up to 20 kHz. Sampling rates of 
5 kHz are used for all other properties including mean veloc­
ities, temperatures, pressures, and wall heat fluxes. These sam­
pling rates are properly chosen to avoid the aliasing effect. 
The system description and software have been given by Chen 
(1985). 

Obviously, the single hot-wire approach employed in this 
study can be used to indicate velocities only if the flow direction 
is predetermined. In spite of this, the approach has been em­
ployed successfully in previous investigations of separated flow. 
In the present study, the method is used to measure the speed 
of the flow, insofar as the recirculating region is concerned. 
For simplicity of data presentation, however, the speed of the 
flow is denoted by the symbol I u I in the present paper. For 
the free shear layer and the free stream flow, the hot-wire 
probe gives the flow in the x direction. 

2.3 Tunnel Qualifications. Velocities at five spanwise lo­
cations and five vertical (outside of the boundary layers) lo­
cations are measured to check the two dimensionality and the 
vertical uniformity of the flow, respectively. The scattering in 
all measurements is less than 2 percent for mean velocities and 
less than 5 percent for turbulence intensities. The turbulence 
intensities at steady state are evaluated with at least 300 data 
points. The time-dependent mean velocities are determined 
using the moving time average method. The initial length (xs 
in Fig. 1) is sufficiently long to give a turbulent boundary layer 
at the step. All pressure transducers and heat flux gages are 
located at the center of the tunnel to minimize edge effects. 
Chen and Tsou (1984) have reported that the measured heat 
fluxes at steady state are within 5 percent of the flat plate 
solution (Holman, 1986) for all upstream locations {x/H < 
0) and the locations far downstream of the step, i.e., x/H > 
25. 

3 Results and Discussions 
In the present investigation, we employ the following steady-

state system parameters: (1) Mach number: M = 0.3; (2) step 
Reynolds number: ReH = 38,800; (3) turbulent boundary layer 

Fig. 3 Flow development during a starting flow past a step 

thickness at the step: 8S/H = 1.4; (4) free-stream turbulence 
intensity: 0.4 percent; and (5) temperature difference between 
the wall and the free stream; T„ - Ta = 16-18°C. The latter, 
relatively small temperature difference is chosen to minimize 
the variable-property effect. 

3.1 Transient Flow Field. As stated previously, the present 
study employs a Ludwieg tube wind tunnel to generate the 
accelerating flow. In our experience, this tunnel is uniquely 
suited for the purpose of this study. The development of the 
transient flow field, however, is not commonly understood. 
A fundamental characteristic of the tunnel is the generation 
of an expansion wave once the diaphragm is ruptured. The 
accelerating flow behind the expansion wave is initially a one-
dimensional frictionless flow. For flow behind the expansion 
wave over a flat plate without a leading edge, Tsou et al. (1983) 
have studied the heat transfer in the unsteady boundary layer, 
which is formed and growing on the flat plate, as the boundary 
layer changes from laminar, to transitional, and finally to 
turbulent flow, while the Reynolds number increases with time. 
The earlier work of Chen et al. (1988) has shown that the flow 
structure during the starting process consists of four stages. 
They are depicted in Fig. 3. The flow is laminar in the begin­
ning, but is primarily turbulent in the steady state. As indicated 
by the dashed lines and arrows in Fig. 3, the expansion wave 
head travels upstream (to the left) at the speed of sound (a0), 
while the flow behind the wave accelerates downstream (Tsou 
et al., 1983). The flow is similar to the starting flow initiated 
by a suction fan. 

Soon after time t = 0, which corresponds to the time when 
the expansion wave head reaches the step, an unsteady free 
shear layer begins to develop downstream of the step (x > 0). 
This leads to flow separation at the top corner, and a recir­
culating zone forms at the lower corner. Up to the time t = 
1 ms, the flow behind the step behaves like a free jet. The time 
for the wave to propagate through the test section is about 1 
ms. Therefore, at t = 1-4 ms when the expansion wave head 
leaves the leading edge, a laminar boundary layer grows with 
time behind the leading edge. Simultaneously, the recirculating 
region elongates gradually as the reattachment length increases 
with time. Downstream of the reattachment point, the flow 
redevelops into a boundary layer type flow. At t = 6-8 ms, 
the initial boundary layer near the step becomes transitional 
and the reattachment length increases to a maximum. At / = 
10-18 ms the leading edge effect propagates to the step, and 
the initial boundary layer becomes fully turbulent while the 
reattachment length decreases and attains a relatively constant 
value at steady state. 

Instantaneous flow speeds at three representative locations 
downstream of the step are shown in Fig. 4. These locations 
are situated in the free stream, within the free shear layer, and 
in the recirculating region, respectively. Beginning at t = 0 ms 
and up to approximately t = 7 ms, the free-stream flow (curve 
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Fig. 4 Instantaneous velocity/speed measurements at three locations 

1) accelerates from a quiescent state to a steady state. The 
steady-state flow has a velocity of 100 m/s and a turbulence 
intensity of 0.4 percent from t = 7 to t = 19 ms. The free-
stream velocity agrees with the value predicted using one-di­
mensional frictionless flow analysis (Tsou et al., 1983). Curve 
2 shows that from t = 0 to t = 2.5 ms, the separated shear 
layer is laminar but becomes transitional at / = 2.5 ms when 
small fluctuations are observed as a result of convective mixing 
through the separated shear layer. The velocity finally drops 
(between / = 6 and 8 ms) to a steady-state value when the 
leading edge disturbance reaches the step. Note that the shear 
layer approaches steady state shortly after the free stream 
becomes steady. Turbulence with high-frequency fluctuations 
and a short characteristic time as shown in curve 2 is also 
observed in the boundary layer (Region I in Fig. 1). In the 
recirculating region (Region II), however, the time required 
for the flow to develop and to reach a steady state is found 
to be longer because of the existence of large-scale eddies (and 
thus a longer characteristic time) as indicated by the lower 
frequency fluctuations (curve 3). Since a single-wire probe is 
used in the present study, the velocity in the recirculating region 
(curve 3) is indicated only qualitatively. Flow visualization 
study in the recirculating region (Troutt et al., 1984) has also 
indicated that the turbulent shear layer rolled into large-scale 
vortices, which give rise to overall flow unsteadiness in the 
recirculating region. 

In order to provide more insight into the mechanisms of 
flow development in the shear layer (x/H = 0.75), time-de­
pendent mean velocities at various y locations are shown in 
Fig. 5. The upper curve representing the free steam is the same 
as curve 1 in Fig. 4. The four arrows, from left to right at t 
= 1,2.5,4,6.5 ms, indicate the onset of transition (as indicated 
by velocity fluctuations) at y = 3.38, 3.8, 4.54, 8.07 mm, 
respectively. These fluctuations originate from the top corner 
(i.e., x = 0 and y = 3.3 mm) of the step and diffuse in the 
downstream as well as in the transverse directions throughout 
the separated free shear layer. 

The lower four curves in Fig. 5 show that the velocities 
increase and then decrease to steady-state values at t values 
between 5 and 7 ms. This decrease in velocities at the hot-wire 
locations is caused by the combined effect of the time-wise 
growth of the boundary layer and the propagating leading edge 
disturbance. This combined boundary layer and leading edge 
effect is not completely understood and requires additional 
study. Some conjectures, however, are possible regarding the 

Boundary layer nature 

V(mm) 

0 2 4 6 8 10 

t (ms) 

Fig. 5 Time-dependent mean velocities in free shear layer 

observations shown in Fig. 5. For convenience, we define a 
dimensionless time, T, as 

I u^dt 

The time needed for the boundary layer effect to reach the 
probe location, i.e., for the leading edge disturbance to arrive 
at the step, may be estimated using j = 1 in equation (1). The 
estimated time is about 5-6 ms, which agrees well with the 
measured values as shown in Fig. 5. 

The boundary layer grows with time until the hot wire is 
submerged in the boundary layer causing the velocities to drop. 
It is observed that the velocity nearest to the wall aty = 3.38 
mm begins to decrease at / = 4.5 ms. The boundary layer 
effect continues to propagate upward, resulting in subsequent 
velocity drops at y = 3.8, 4.54, and 8.07 mm. The flow at.y 
= 11 mm is essentially frictionless since it is located outside 
of the boundary layer at all times. After t = 7 ms, the velocities 
as well as the turbulence intensities at all locations attain steady-
state values. 

3.2 Steady-State Flow Field. Figure 6 shows the mean ve­
locity profile at x/H = 0.75 in the steady state. The curve for 
the "l/7th power law" at the step is also shown. The data are 
below the theoretical curve, indicating that the streamline is 
concave downward, resulting in a boundary layer thinning 
effect near the step. Figure 6 suggests that the velocity profile, 
in the free shear layer in the late stage of temporal development, 
resembles the typical distribution in a steady-state turbulent 
boundary layer in attached flow. Figure 7 depicts the turbu­
lence intensity distribution at x/H = 0.75 in steady state. The 
maximum value of 18 percent is attained immediately down­
stream of the step (y/H = 1) and it is in agreement with data 
obtained in continuous wind tunnels (Moss and Baker, 1980; 
Isomoto and Honami, 1989). It is seen from Fig. 7 that the 
present data deviate from those of others (Moss and Baker, 
1980; Vogel and Eaton, 1985) at y/H > 1 because of the 
difference in the initial boundary layer thicknesses. The reason 
for the discrepancy at y/H < 1 is not clear at this time and 
needs further investigation, since the single wire used here is 
inadequate for measurements in the recirculating flow. One 
possible explanation is that the turbulence is very sensitive to 
the x/H locations in the recirculating region. When Adams 
and Johnston (1989) compared several studies for turbulence 
intensities at the reattachment region, they only reported qual­
itative agreement. 

3.3 Transient Heat Fluxes and Reattachment. The meas­
ured surface temperature variations in heat flux gages (AT) 
and calculated wall heat fluxes (q„) versus time are shown in 
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Fig. 6 Steady-state mean velocity/speed profile at x/H = 0.75 

Fig. 8. The lower curves (AT) show that the surface temper­
ature change is about 0.5°C or less so that the wall temperature 
is essentially constant. The upper curves (qw) demonstrate that 
steady-state conditions are obtained for a period of several 
milliseconds. A typical pattern of heat flux in the turbulent 
boundary layer is shown in Fig. 8(a). The flow starts at / = 
0 ms and an unsteady laminar boundary layer develops up to 
t = 3.5 ms when transition to turbulence takes place with an 
abrupt increase of heat flux, as indicated by the arrow. Steady 
state heat flux is obtained between t = 7 and 19 ms immediately 
after the free stream becomes steady (see Figs. 4 and 5). This 
temporal variation of heat flux is similar to the flow variation 
suggested by curve 2 in Fig. 4. After the boundary layer tran­
sition takes effect at the heat flux gage location, the time 
required for the boundary layer to develop (i.e., the time re­
quired for the turbulent diffusion through the boundary layer) 
can be estimated by dividing the turbulent energy by the pro­
duction rate of turbulent energy. The time constant, which is 
estimated by Bradshaw (1975) to be 10 5/H„, is found to be 
0.5 ms at the location of x/H = -20.3. This time constant 
is a good estimate as shown by comparing the steady-state 
times associated with the free stream in Fig. 4 (curve 1) and 
the heat fluxes of the turbulent boundary layer in Fig. 8(a). 

Figure 8(6) shows the representative wall heat flux and sur­
face temperature information for the recirculating region (Re­
gion II in Fig. 1). Compared with Region I, it takes a longer 
time for the heat flux in Region II to become steady. The 
reason is that the large eddies (which lead to curve 3 of Fig. 
4) have longer characteristic times than those associated with 
the conventional attached boundary layer. In Fig. 8(c) where 
the flow is in the redeveloping boundary layer region (Region 
III), the time (t > 10 ms) for the heat flux to become steady 
is longer yet than that in Fig. 8(b). In general, the heat flux 
versus time curves in region I and III show fluctuations with 
higher frequency and smaller amplitudes, while the curve in 
region II shows fluctuations with lower frequency and larger 
amplitudes. In addition, boundary layer transition is observed 
in both Regions I and III but not in Region II (arrowheads in 

Fig. 7 Steady-state turbulence Intensity distribution at x/H = 0.75 
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Fig. 8 Measured surface temperature variations in heat flux gages (A7) 
and wall heat fluxes (q„) versus time (f) in three regions (Region I: initial 
boundary layer; Region II: recirculating flow; Region III: redeveloping 
boundary layer) 

Figs. 8(a) and 8(c) indicate the time when transition takes 
place). These results provide support for the flow pattern de­
scription given in conjunction with Figs. 1 and 3. 

A cross plot of heat transfer using Nu/Nus versus x/H at 
various times is shown in Fig. 9. The value of Nus is obtained 
using the steady-state turbulent boundary layer solution for 
flow over a flat plate at the step (Holman, 1986). At t = 0 
(see Fig. 3), the heat fluxes are nearly zero everywhere. At / 

• = 1 ms, when the recirculating region begins to grow down­
stream, the heat flux is maximum near the bottom corner at 
x/H = 0.3. During the second and the third stages (Fig. 3), 
the locations of the maximum heat fluxes shift downstream to 
x/H = 2.1, 4.0, 5.8, and 13.6 at times t = 2, 4, 6, and 8 ms, 
respectively. It is noted that the free stream and initial bound­
ary layer become steady at t = 7 ms. After / = 10 ms, the 
overall flow field as depicted in Fig. 1 reaches a steady state 
and so do the heat fluxes. At the steady state, the present 
maximum (peak) value of 1.10 for Nu/Nus is slightly less than 
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Fig. 9 Normalized Nusselt number Nu/Nus versus x/H with increasing 
time 
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Fig. 10 Dimensionless reattachment length versus time 

the value of 1.15 (Seban, 1964) and 1.20 (Aung and Goldstein, 
1971) obtained in other studies. 

Although peak values of heat transfer do not exactly cor­
respond to the reattachment points, the locations of the peak 
values are often used to estimate reattachment lengths (Aung 
and Goldstein, 1971; Vogel and Eaton, 1985). As shown in 
Fig. 10, the reattachment length xr/H, as inferred by the lo­
cation of maximum qw, increases gradually from 0.3 to 5.8 in 
the laminar flow regime. A maximum of 13.6 is attained in 
the transitional regime before finally settling down to a steady 
value of 7.6 in the turbulent regime. This reattachment flow 
pattern provides further support for the overall flow structure 
depicted in Fig. 3. The uncertainty bars shown in Fig. 10 are 
basically due to the discrete heat flux gage locations available 
in the present study. More heat flux gages between x/H = 0 
and x/H = Hare needed to improve the spatial resolution of 
the reattachment points. 

3.3 Steady-State Heat Transfer and Reattachment. Since 
the wall temperature drops in all three regions are usually less 
than 0.5°C as indicated in Fig. 8, the wall temperature may 
be assumed to be constant. Steady-state wall heat fluxes up­
stream and far downstream of the step (i.e., Regions I and III 
in Fig. 1) have been reported (Chen and Tsou, 1984; Chen et 
al., 1988) to be in good agreement with the solution of turbulent 

boundary layer over a flat plate. Here, heat transfer data in 
the near corner region are presented. Local heat transfer coef­
ficients (h) and Nusselt numbers (Nu) have been determined 
using the steady-state wall heat fluxes described previously, 
i.e., 

h = qw/(Tw~Ta.) 

Nu = hH/k 

(2) 

(3) 

A plot of Nu/Numax is shown in Fig. 11, where Numax is the 
maximum Nusselt number at the reattachment point. Good 
agreement is shown with the data of Seban (1964) and Vogel 
and Eaton (1985) in the recirculating region. Near the corner 
where x/H approaches zero, Nu/Numax is found to be 0.25. 
This suggests the existence of a secondary recirculating vortex 
in the corner. The present data downstream of the reattachment 
point are higher than those of Seban (1964) and Vogel and 
Eaton (1985) because of the smaller expansion ratio used in 
the present study, i.e., 1.07 compared to 1.25 and 1.29 for 
Seban (1964) and Vogel and Eaton (1985), respectively. 

The reattachment length in the present study is xT/H = 7.6, 
which is higher than the previous values of 6.6 (Vogel and 
Eaton, 1985) and 4.5 (Aung and Goldstein, 1971). The reason 
may be traced in part to the large steady-state Reynolds number 
(Re// = 38,800) employed in the present research. The reat­
tachment length is found to increase with the Reynolds number 
by Chen et al. (1988) and Roos and Kegelman (1987). The 
uncertainty of the present data is estimated to be 3, 5, and 8 
percent for Re//, qw, and Nu, respectively. 

4 Conclusions 
Based on the present experimental study of the time history 

of both the flow field and the heat flux in separated flow 
beyond a backward-facing step, the following conclusions may 
be drawn: 

1 The short duration flow, which accelerates from a zero 
velocity to a steady-state subsonic flow, is useful for studying 
the development of flow field and heat transfer in separated 
regions. A constant wall temperature boundary condition is 
attained using this approach without any difficulty. 

2 Transient flow patterns in the separated free shear layer 
indicate early fluctuations, which are caused by flow mixing 
in the free jet boundary layer. In the late stages of flow, the 
velocities approach steady-state turbulent boundary layer dis­
tributions. 
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3 The steady-state flow structure depicted in Fig. 1 has 
been verified with the present measurements. Large-scale ed­
dies with low-frequency fluctuations characterize the flow in 
the recirculating region, while high-frequency turbulence fluc­
tuations dominate the flow in the turbulent boundary layer 
and free shear layer. 

4 Transient heat flux variations indicate the transforma­
tion of the flow from laminar through transitional to turbulent 
flow in the initial and the redeveloping boundary layer regions, 
but not in the recirculating region, which requires longer time 
for the heat flux to become steady. 

5 During the flow development, the Reynolds number in­
creases with time causing the reattachment length to increase 
with time in the laminar regime. In the transitional regime, 
the reattachment length reaches a maximum and finally de­
creases to a steady-state value in the fully turbulent regime. 
The experimental observations are consistent with the flow 
structure for the starting process shown in Fig. 3. 

6 Steady-state Nusselt numbers in the recirculating region 
compare well with values in existing literature. The heat trans­
fer approaches a finite nonzero value at the corner. 

7 In order to investigate the flow and turbulence charac­
teristics further in the recirculating region, a two-component 
LDA system is recommended. 
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Augmented Heat Transfer in 
Square Channels With Parallel, 
Crossed, and V-Shaped Angled 
Ribs 
The effect of the rib angle orientation on the local heat transfer distributions and 
pressure drop in a square channel with two opposite in-line ribbed walls was in­
vestigated for Reynolds numbers from 15,000 to 90,000. The square channel com­
posed of ten isolated copper sections has a length-to-hydraulic diameter ratio of 20; 
the rib height-to-hydraulic diameter ratio is 0.0625; the rib pitch-to-height ratio 
equals 10. Nine rib configurations were studied: 90 deg rib, 60 and 45 deg parallel 
ribs, 60 and 45 deg crossed ribs, 60 and 45 deg V-shaped ribs, and 60 and 45 deg 
A-shaped ribs. The results show that the 60 deg (or 45 deg) V-shaped rib performs 
better than the 60 deg (or 45 deg) parallel rib and, subsequently, better than the 
60 deg (or 45 deg) crossed rib and the 90 deg rib. The \l-shaped rib produces the 
highest heat transfer augmentation, while the A-shaped rib generates the greatest 
pressure drop. The crossed rib has the lowest heat transfer enhancement and the 
smallest pressure drop penalty. 

Introduction 
Applying turbulence promoters inside cooling passages is an 

effective technique to enhance the heat transfer rate inside 
turbine blades. The effects of rib configurations (such as rib 
height, spacing, angle of attack) and flow Reynolds number 
on the average heat transfer and pressure drop in the fully 
developed region of a uniformly heated square channel with 
two opposite rib-roughened walls were investigated system­
atically (Han, 1984; Han et al., 1985). The effects of the above 
parameters on the local heat transfer and pressure drop in 
developing (entrance) and fully developed regions of foil-
heated, ribbed rectangular channels with five different aspect 
ratios were reported (Han, 1988; Han and Park, 1988; Han 
et al., 1989). The results show that the angled ribs provide a 
better heat transfer performance than the transverse ribs, and 
the narrow aspect ratio channels (near the leading edge of the 
airfoil) perform better than the broad aspect ratio channels 
(near the trailing edge of the airfoil). In a two-pass square 
channel, in addition to the rib turbulators and the flow Reyn­
olds number, the effects of the sharp 180 deg turn on the 
distributions of the local mass transfer (using naphthalene 
sublimation technique) and pressure drop right after the sharp 
turn are significant (Han et al., 1988; Chandra et al., 1988; 
Chandra and Han, 1989). Effects of the rib-angle orientations 
on the local mass transfer (using naphthalene sublimation tech­
nique) and pressure drop distributions in three-pass rectangular 
channels have also been reported (Han and Zhang, 1989; 1991). 
These previous studies show that rib angle orientation on two 
opposite walls of a cooling channel has a significant impact 
on the local heat transfer and pressure drop distributions. To 
identify the better rib angle orientation in a cooling channel, 
it requires some systematic heat transfer measurements for 
various rib turbulator configurations. 

Several questions still remained after the previous studies: 
(1) The previous results are obtained primarily for parallel ribs 
(the ribs on two opposite walls of the cooling channels are in 
parallel orientations). It is questionable whether the crossed 
ribs (the ribs on two opposite walls of the cooling channels 
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are in crossed orientations) can provide a better heat transfer 
performance than the parallel ribs. (2) The previous studies 
show that the angled ribs provide a better heat transfer per­
formance than the transverse ribs because of the secondary 
flow induced by the rib angle. It is of interest whether the V-
shaped ribs can perform even better than the angled ribs be­
cause of the double secondary flow induced by the V-shaped 
rib angle. (3) The previous studies have used the foil-ther­
mocouple method and the naphthalene sublimation technique 
to determine the detailed distributions of the local heat/mass 
transfer coefficients between every two ribs, but the number 
of thermocouples used and the number of mass transfer points 
measured are still limited. To obtain the true average heat 
transfer coefficients for turbine cooling design, it is better to 
have a test section that can determine the regionally averaged 
heat transfer coefficients in the channel streamwise flow di­
rection. The regionally averaged heat transfer method has been 
used to study the effect of channel entrance on the regionally 
averaged heat transfer coefficient in a square duct with two 
opposite ribbed walls (Burggraf, 1970), and also to study the 
effect of the channel geometry on the regionally averaged heat 
transfer coefficient in two-pass smooth rectangular channels 
(Metzger and Sahm, 1986). 

The objective of this study is to investigate the effect of rib 
orientation on local heat transfer distributions and pressure 
drop in a square channel with two opposite ribbed walls for 
Reynolds numbers 15,000 to 90,000. The square channel length-
to-hydraulic diameter ratio (L/D) is 20; the rib height-to-
hydraulic diameter ratio (e/D) is 0.0625; the rib pitch-to-
height ratio (p/e) equals 10. Table 1 lists the nine rib config­
urations studied: 90 deg rib, 60 deg parallel rib, 60 deg crossed 
rib, 60 deg V-shaped rib, 60 deg A-shaped rib, 45 deg parallel 
rib, 45 deg crossed rib, 45 deg V-shaped rib, 45 deg A-shaped 
rib. Note that the 60 and 45 deg ribs on two opposite walls of 
the square channel can be parallel or crossed to each other. 
Also note that ribs on two opposite walls of the square channel 
are directly opposite to each other (i.e., in-line arrays) for all 
nine configurations studied. The square channel has ten iso­
lated copper sections in the axial direction. The regionally 
averaged heat transfer coefficients on both the ribbed-side and 
the smooth-side walls of the channel are determined from the 
channel entrance to the downstream region. The channel-av-
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Table 1 Configurations of ribs on channel walls Wood plates 

CASE 

1 

2 

3 

4 

5 

6 

7 

8 

9 

DESCRIPTION IN 
THE TEXT 

90° rib 

60° parallel rib 

60° crossed rib 

60° v-shaped rib 

60° A-shaped rib 

45° parallel rib 

45° crossed rib 

45° v-shaped rib 

45° A-shaped rib 

NOTATION 
IN THE 

FIGURES 

90° 

60°/ 

60°X 

60°v 

60°A 

45°/ 

45°X 

45°v 

45°A 

eraged heat transfer coefficients are obtained, and the heat 
transfer versus pressure drop performances are compared for 
the nine rib configurations studied. The semi-empirical friction 
and heat transfer correlations are also provided. 

Experimental Apparatus and Data Reduction 
Experimental Apparatus. Figure 1 (a) shows a cross section 

for the test duct. The square test duct consisted of heated 
parallel copper plates. The test duct is 101.6 cm (40 in.) long 
and has a cross section of 5.08 cm by 5.08 cm (2 in. by 2 in.). 
The copper plate is 0.635 cm (0.25 in.) thick. The test duct 
orientation was such that the two opposite rib-roughened walls 
of the square cross sections were vertical and the two opposite 
smooth walls horizontal. These ribbed walls were made by 
gluing square brass ribs to the copper plate surface in a required 
distribution. The ribs serve as turbulence promoters to trip the 
laminar sublayer of the turbulent flow. The glue thickness was 
estimated to be 0.0127 cm (0.005 in.) or less. The foil heaters 
were embedded in double-sided tape and uniformly adhered 
between the copper plate and a wood plate to insure good 
contact. Each wall of the test duct had one foil heater; each 
foil heater could be independently controlled by a variac trans­
former and provided a controllable constant heat flux for each 
wall of the test duct. The entire heated test duct, including the 
unheated end duct (outlet section), was centrally mounted in 
a long horizontal enclosure of cross-sectional dimensions 30.5 

Copper plates Foil heaters 

(a) 

Airf low / 
J_ 

Wood strips 
Ten (10) isolated 
copper sections 

f/ A / / ^ / v 
i i ii 

/ ' 

/ 

/ 

(b) 

Wood strips 
Copper plates 
smooth wall 

Air flow 

\7 •-' 
V-shaped ribs 

/r^7fsrmr7rxtrr7^ 
Copper plates 
ribbed wall 

(c) 
Fig. 1 (a) Cross section of the test duct; (b) test duct composed of ten 
copper sections; (c) v-shaped rib orientation 

cm by 30.5 cm (12 in. by 12 in.). The enclosure was filled with 
fiberglass insulating material. 

The test duct was divided into 10 short copper sections as 
shown in Fig. 1(b). Each copper section is 10.16 cm (4 in.) 
long and has a cross section of 5.08 cm by 5.08 cm (2 in. by 
2 in.). There are thin wood strips (0.159 cm thickness) as 
insulation to prevent the possible heat conduction between 
copper sections. These wood strips were adhered along the 
periphery contact surface between short copper sections. The 
unheated entrance duct had the same cross section and length 

A 
D 
e 

e+ 

f 

fo 

fr 

G 

G 

Zr 
h 

= heat transfer surface area 
= square channel width or height 
= rib height 
= roughness Reynolds number, 

equation (9) 
= friction factor in a channel 

with two opposite ribbed walls 
= friction factor in fully devel­

oped tube flow 
= friction factor for four-sided 

ribbed channel 
= heat transfer roughness func­

tion; also mass velocity = pV 
= average heat transfer rough­

ness function 
= conversion factor 
= heat transfer coefficient 

K 
L 

Nu 
Nu0 

Nur 

Nu, 

P 
Pr 

AP 

Q 

Qloss 

R 

= thermal conductivity of air 
= channel length 
= Nusselt number = hD/K 
= Nusselt number in fully devel­

oped tube flow 
= ribbed-side wall Nusselt num­

ber 
= smooth-side wall Nusselt num­

ber 
= rib pitch 
= Prandtl number of air 
= pressure drop across the test 

section 
= heat generation rate from foils 
= heat loss rate through insula­

tion 
= friction roughness function 

Re 
St 

st0 

Stf 

St, 

n Tw 
V 
X 

A* 

p 

Reynolds number = pDV//x 
Stanton number = Nu/RePr 
Stanton number in fully devel­
oped tube flow 
ribbed-side-wall Stanton num­
ber 
smooth-side-wall Stanton 
number 
bulk mean temperature 
local wall temperature 
average velocity of air 
axial distance from heated 
channel inlet 
average dynamic viscosity of 
air 
average density of air 
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Fig. 2 Top view for the nine rib configurations studied 

as those of the test duct, although the entrance duct was of 
plexiglass plates. This entrance duct served to establish hy-
drodynamically fully developed flow at the entrance to the 
heated duct. The wall temperature of the test section was meas­
ured by 40 copper-constantan thermocouples distributed along 
the length and across the span of the copper plates. Ther­
mocouples were also used to measure the bulk mean air tem­
perature entering and leaving the test duct. A Fluke 2285B 
Data Logger and a Texas Instruments Personal Computer were 
used for temperature readings and data storage. Two pressure 
taps were used for the static pressure drop measurements be­
tween the inlet and outlet of the test duct. Figure 1(c) shows 
a schematic of the V-shaped rib geometry. Table 1 lists the 
nine rib configurations studied. Figure 2 shows the top view 
of the nine rib orientations studied. 

Data Reduction. A micromanometer connected to pressure 
taps was used to measured the pressure drop across the test 
duct. In fully developed duct flow, the friction factor can be 
determined by measuring the pressure drop across the flow 
channel and the mass velocity of the air. The friction factor 
can be calculated from 

f=AP/[4(L/D)(G2/2pgc)] (1) 

The friction factor / is based on the isothermal conditions 
(tests without heating). The maximum uncertainty in the fric­
tion factor is estimated to be less than 8 percent for Reynolds 
numbers greater than 10,000 by using the uncertainty esti­
mation method of Kline and McClintock (1953). The friction 
factor / of the present study was normalized by the friction 
factor for fully developed turbulent flow in smooth circular 
tubes (104<Re< 106) proposed by Blasius as 

/ / / o =/ / [0 .046Re- 0 2 ] (2) 

The local heat transfer coefficient was calculated from the 
local net heat transfer rate per unit surface area to the cooling 
air, the local wall temperature on each copper plate, and the 
local bulk mean air temperature as 

h={q-qioss)/[A(Tw-Tb)} (3) 

Equation (3) was used for the ribbed-side wall and the smooth-
side wall heat transfer coefficient calculations. The local net 
heat transfer rate was the electrical power generated from the 
foil heaters minus the heat loss outside the test duct. The 

electrical power generated from the foil was determined from 
the measured foil resistance and the voltage on each wall of 
the test duct. The effect of the local wall temperature variation 
on the local foil resistance was estimated to be very small and 
negligible. The effect of axial wall conduction between copper 
sections on the local net heat transfer rate was small but in­
cluded in the data reduction. To place the results on a common 
basis, the heat transfer area used in equation (3) was always 
that of a smooth wall. The foil heaters provided a nearly 
uniform heat flux on each wall of the test duct. The heat loss 
from the test duct was determined separately under a no-flow 
condition. The maximum heat loss from the ribbed-side wall 
and the smooth-side wall was estimated to be less than 3 and 
4 percent, respectively, for Reynolds numbers greater than 
10,000. 

The local wall temperatures used in equation (3) were read 
from each copper plate thermocouple output. The local wall 
temperatures on both the ribbed-side and the smooth-side walls 
were close to each other, within 1°C. The bulk mean air tem­
peratures entering and leaving the test duct were measured by 
thermocouples. The local bulk mean air temperature used in 
equation (3) was calculated assuming a linear air temperature 
rise along the flow duct. The total net heat transfer rate from 
the test duct to the cooling air agreed well with the cooling air 
enthalpy rise along the test duct. The inlet bulk mean air 
temperature was 27° to 31°C (81° to 88°F) depending on the 
test conditions. The maximum uncertainty in the Nusselt num­
ber was estimated to be less than 8 percent for Reynolds num­
bers larger than 10,000 by using the uncertainty estimation 
method of Kline and McClintock (1953). 

The local Nusselt number of the present study was nor­
malized by the Nusselt number for fully developed turbulent 
flow in smooth circular tubes correlated by McAdams/Dittus-
Boelter as: 

Nu/Nu 0= (/!Z>/7O/(0.023Re0'8Pr0-4) (4) 

The friction data for turbulent flow in a square duct with 
two opposite ribbed walls can be correlated by the following 
equations (Han, 1988): 

R(e+)=:(fr/2yU2+2.5 In (2e/D)+2.5 (5) 

where 

/,=y-/0 (6) 
e+= (e/D)Re(fr/2)m (7) 

Similarly the heat transfer data for fully developed turbulent 
flow in a square duct with two opposite ribbed walls can be 
correlated by the following equations (Han, 1988): 

and 

where 

G = (/;/2)1/2/St, + 2.5 In (2e/D) +2.5 

G=[( / r /2) 1 / 2 ] /St + 2.5 In (2e/£>)+2.5 

(8) 

(9) 

(10) St = (Str + Sts)/2 

In the present data reduction program, equations (5)-(10) 
were used to calculate the friction roughness function R(e+) 
and the heat transfer roughness function G and G. 

Experimental Results and Discussion 

Regionally Averaged Heat Transfer Data. The local (re­
gionally averaged) heat transfer results are presented as the 
axial distributions of a normalized Nusselt number ratio. Fig­
ure 3 shows the Nusselt number ratio distribution for the smooth 
channel and for 90 deg ribs. The Nusselt number ratio decreases 
with increasing the axial distance and then reaches a constant 
value in the fully developed region at a given flow Reynolds 
number. The local Nusselt number ratio decreases slightly with 
increasing Reynolds numbers. For the smooth channel the 
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Fig. 4 Local Nusselt number ratio distributions for 60 deg parallel and 
crossed ribs 

maximum deviation of the Nusselt number from the Mc-
Adams/Dittus-Boelter correlation is 10 percent. 

Figures 3-7 present the test results for the ribbed channel. 
These figures represent the ribbed-side Nusselt number ratio 
distributions and the corresponding smooth-side Nusselt num­
ber ratio distributions for 90, 60, and 45 deg ribs. It was found 
from the experimental raw data that the local temperatures on 
two opposite walls are about the same at the same axial distance 
from the inlet of the heated channel. Therefore, the local 
ribbed-side Nusselt number in these figures is the average value 
of the two opposite ribbed-wall Nusselt numbers at a given 
location, and the local smooth-side Nusselt number is the av-
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Fig. 5 Local Nusselt number ratio distributions for 60 deg v-shaped 
and A-shaped ribs 
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Fig. 6 Local Nusselt number ratio distributions for 45 deg parallel and 
crossed ribs 

erage value of the two opposite smooth-wall Nusselt numbers 
at a given location. The results show that for each case the 
local Nusselt number ratio decreases with increasing Reynolds 
number. For the cases of 90 deg rib, 60 deg crossed rib, 60 
deg A-shaped rib, 45 deg crossed rib, and 45 deg A-shaped rib, 
the Nusselt number ratio (ribbed-side or smooth-side) decreases 
while increasing the axial distance, and reaches a constant value 
in the fully developed region at a given flow Reynolds number. 
However, for the cases of 60 deg parallel rib, 60 deg V-shaped 
rib, 45 deg parallel rib, and 45 deg V-shaped rib, the Nusselt 
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Fig. 7 Local Nusselt number ratio distributions for 45 deg v-shaped 
and A-shaped ribs 

number ratio (ribbed-side or smooth-side) decreases to reach 
a minimum value of X/D around 4 and then increases to reach 
a maximum value at X/D around 9 for the 60 deg parallel rib, 
at X/D around 8 or 7 for the 60 deg V-shaped rib or 45 deg 
parallel and V-shaped ribs, due to the secondary flow induced 
by the rib orientation. After the maximum value the Nusselt 
number ratio decreases again in the farther downstream region. 

The lower Nu/Nu0 ratios for the crossed rib orientation may 
be caused by the cancellation of the secondary flow induced 
by the rib axes on the two opposite walls of the square channel. 
The lower heat transfer coefficients obtained with crossed ribs 
as opposed to parallel ribs are similar to those reported by 
Metzger and Vedula (1987) in a straight triangular cross-sec­
tional channel with a transient heat transfer method (paint-
coated surface), and also reported in the previous studies (Han 
et al., 1989; Han and Zhang, 1991). It is conjectured that the 
flow pattern generated by the 60/45 deg crossed ribs contains 
a single cell of secondary flow whereas the 60/45 deg parallel 
ribs induce a pair of counterrotating cells. The similar sec­
ondary flow patterns for 60/45 deg V-shaped and for 60/45 
deg A-shaped ribs may occur in this study. The 60/45 deg V-
shaped ribs may generate two pairs of counterrotating cells 
along each divergent axis of V-shaped ribs and cause a higher 
heat transfer. On the other hand, the two pairs of counter-
rotating cells may cancel each other because of the convergent 
axis of the A-shaped ribs (i.e., the reverse V-shaped ribs) and 
cause a higher pressure loss (see Fig. 9) and lower heat transfer. 
These secondary flow effects diminish at the downstream re­
gion of the flow channel. 

Channel-Averaged Heat Transfer and Pressure Drop Data. 
Figure 8 shows the Nusselt number ratio (ribbed-side or smooth-
side) versus Reynolds number for 90, 60, and 45 deg ribs. The 
ribbed-side Nusselt number ratio is the average value of the 
entire ribbed-wall Nusselt number from the channel inlet to 
the outlet. Similarly, the smooth-side Nusselt number ratio is 
the average value of the entire smooth-wall Nusselt number 
from the inlet to the outlet of the heated channel. 

The results show that the 60 deg V-shaped rib provides higher 
Nusselt number ratios than those of the 60 deg parallel rib, 60 
deg A-shaped rib, 90 deg rib, and 60 deg crossed rib. The same 

A 6 0 ° / / ^ 60° x B60°V • 60° A 0 9 0 ' 
A 4 5 ° / / <C> 45°x • 45°V V45°A 

Re x 10"3 

Fig. 8 Average Nusselt number ratio versus Reynolds number for the 
nine rib configurations studied 

trend shown in Fig. 8 suggests that the 45 deg V-shaped rib 
gives higher Nusselt number ratios than 45 deg parallel, 45 deg 
A-shaped, and 45 deg crossed ribs. The 60 or 45 V-shaped ribs 
provide higher heat transfer coefficients on both the ribbed-
side and smooth-side walls than other rib configurations. This 
is because the forward V-shaped ribs induce a favorable sec­
ondary flow mixing on the ribbed-side wall and toward both 
smooth-side walls. Note that the 60 and 45 deg crossed ribs 
give the lowest heat transfer coefficients, even slightly lower 
than the 90 deg rib. The 60 deg (or 45 deg) parallel and A-
shaped ribs have about the same heat transfer coefficients, 
and both are lower than the corresponding V-shape rib but 
higher than the corresponding crossed and 90 deg rib. Figure 
8 also shows that the Nusselt number ratio decreases slightly 
with increasing Reynolds numbers. 

Figure 9 compares the friction factor ratio between 90, 60, 
and 45 deg ribs. The pressure drops across the test channel are 
measured at the unheated flow conditions. The results show 
that the 60 deg (or 45 deg) A-shaped rib provides higher friction 
factor ratios than those of 60 deg (or 45 deg) V-shaped rib, 
60 deg (or 45 deg) parallel rib, 90 deg rib, and 60 deg (or 45 
deg) crossed rib. The 60 deg (or 45 deg) A-shaped rib gives the 
highest pressure drop due to flow toward the mid-line of the 
ribbed-side wall induced by the reverse V rib (i.e., the A-shaped 
rib). Note that the 60 deg (or 45 deg) crossed rib gives both 
the lowest heat transfer coefficients and the smallest pressure 
drops compared to other rib configurations. Figure 9 also 
shows that the friction factor ratio increases with increasing 
Reynolds numbers. 

Heat Transfer Performance Comparison. Figure 10 repre­
sents the Nusselt number ratio (ribbed-side and smooth-side) 
versus the friction factor ratio for 90, 60, and 45 deg ribs over 
a range of studied Reynolds numbers. The results show the 
Nusselt number ratio decreases but the friction factor increases 
with increasing Reynolds number as discussed in the previous 
section. This means that the heat transfer performance de­
creases with increasing Reynolds number. The results also show 
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Table 2 Coefficients and exponents for friction and heat transfer rough­
ness functions 
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Fig. 10 Average Nusselt number ratio versus average friction factor 
ratio for the nine rib configurations studied 

that, in general, the Nusselt number ratio increases with in­
creasing friction factor ratio. The 60 deg forward V-shaped 
rib provides 2.7 to 3.5 times the ribbed-side heat transfer en­
hancement with 8 to 11 times the pressure drop penalty. The 
60 deg crossed rib gives 1.8 to 2.2 times the ribbed-side heat 
transfer augmentation with 5 to 7 times the pressure drop 
increment. The 90 deg rib gives about the same heat transfer 
augmentation as the 60 deg crossed rib. The 60 deg A-shaped 
rib provides slightly lower heat transfer but much greater pres­
sure drop than the 60 deg V-shaped rib. The 60 deg parallel 
rib gives slightly lower heat transfer than the 60 deg V-shaped 
rib with about the same amount of pressure drop penalty. The 
ribbed-side heat transfer enhances 2.3 to 3.5 times while the 
corresponding pressure drop increases 7.8 to 9.4 times for the 
case of the 45 deg V-shaped rib. The corresponding values are 
1.7 to 2.2 times and 3.5 to 4.5 times, respectively, for the case 
of the 45 deg crossed rib. It can be concluded that the 60 deg 
V-shaped rib gives the best performance, the 60 deg parallel 
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rib is second, while the 60 deg A-shaped, 90 deg rib, and the 
60 deg crossed rib are about the same. The performance of 
the 45 deg V-shaped rib is about the same as the 45 deg parallel 
rib, which is better than those of 45 deg crossed rib, 45 deg 
A-shaped rib, and 90 deg rib. 

Heat Transfer and Friction Correlations. Figure 11 shows 
the friction roughness function (R) versus the roughness Reyn­
olds number (e+) for 90, 60, and 45 deg ribs for a range of 
studied Reynolds numbers. The roughness functions for 90 
deg rib, 60 deg crossed rib, and 45 deg parallel rib are about 
the same and checked with the previous correlation that was 
developed for the 90 deg rib (Han, 1988), The 60 deg A-shaped 
rib has the lowest roughness function, which implies the highest 
pressure drop. The 45 deg crossed rib has the highest roughness 
function, which means the lowest pressure drop when com­
pared to other rib configurations. The roughness function is 
almost independent of the roughness Reynolds number for all 
rib configurations studied. Table 2 gives the coefficients and 
exponents in this function for all cases studied. For a given 
rib configuration and flow Reynolds number, the friction fac­
tor can be predicted from the roughness function (i?) read 
from Table 2. 

Figure 12 shows the heat transfer roughness function (G) 
versus the roughness Reynolds number (e+) for 90, 60, and 
45 deg ribs for a range of Reynolds number studied. Similar 
plots for the average heat transfer roughness function (G) , 
based on the average value_of the ribbed-side and smooth-side 
heat transfer coefficients (St), are also shown in Fig. 12. The 
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Fig. 12 Heat transfer correlation 

heat transfer roughness function (G or G) increases with in­
creasing roughness Reynolds number (e+) for all studied rib 
configurations. The heat transfer roughness functions for 90 
deg rib are about the same as the previous correlation, which 
is developed for the 90 deg rib (Han, 1988). The 60 deg V-
shaped rib has the lowest G value, which means the highest 
heat transfer. The 60 deg parallel rib has the next lower G 
value to the 60 deg V-shaped rib. The 45 deg V-shape rib and 
the 45 deg parallel rib have about the same lower G value, 
which means the heat transfer coefficients are higher. Table 2 
gives the coefficients and exponents in this function for all 
cases studied. The slopes of G (or G) versus e+ for 60 and 45 
deg, crossed, parallel, and V-shaped ribs are higher than the 
90 deg rib. For a given rib configuration and flow Reynolds 
number, the Stanton number can be predicted from the heat 
transfer roughness function (G or G) and roughness function 
(R) read from Table 2. 

Concluding Remarks 
Local heat transfer and pressure drop measurements have 

been performed in straight square channels with parallel, 
crossed, and V-shaped rib turbulators for Reynolds numbers 
from 15,000 to 90,000. The main findings of the study are 
given below. 

1 For 90, 60, or 45 deg crossed ribs, and for 60 or 45 deg 
A-shaped ribs, the Nusselt number ratio decreases by increasing 
the axial distance, and reaches a constant value several ribs 
from the channel entrance. For 60 or 45 deg parallel ribs and 
for 60 or 45 deg V-shaped ribs, however, the Nusselt number 
ratio decreases to a minimum and then increases to a maximum 
value downstream due to favorable secondary flow induced 
by rib orientation. 

2 For a range of studied Reynolds numbers, the 60 deg (or 
45 deg) V-shaped rib gives higher heat transfer augmentation 
than other rib configurations while the 60 deg (or 45 deg) A-
shaped rib produces the largest pressure drop. The 60 deg (or 
45 deg) crossed rib gives the lowest heat transfer enhancement 
and the smallest pressure drop penalty. 

3 The 60 deg V-shaped rib provides better heat transfer 
performance than the 60 deg parallel rib and subsequently 
better than the 60 deg A-shaped, and 90 and 60 deg crossed 
ribs, which have about the same performance. The 45 deg V-
shaped rib has the same performance as the 45 deg parallel 
rib and is sequentially better than the 45 deg A-shaped rib, 45 
deg crossed rib, and 90 deg rib. 

4 The 60/45 deg V-shaped ribs perform better than the 60/ 
45 deg parallel ribs. Both are recommended for turbine cooling 
design. The 60/45 deg A-shaped ribs, the 60/45 deg crossed 
ribs, and the 90 deg ribs are not recommended. The heat 
transfer performance decreases with increasing Reynolds num­
ber. 

5 The semi-empirical correlations of the friction factor and 
Stanton number are developed for nine rib configurations, 
which can be used for turbine cooling design. 
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Heat Transfer and Turbulent Flow 
Characteristics of Isolated Three-
Dimensional Protrusions in 
Channels 
The flow structure and average heat transfer characteristics of single, isolated three-
dimensional protrusions in a flow channel have been investigated experimentally. 
This configuration has relevance in the electronics industry. The study was designed 
to identify the influence of the three-dimensional flow around a heated protrusion 
on its average heat transfer. Heated protrusions varying in width between 0.12 and 
1.0 channel widths for a fixed protrusion height and streamwise length were studied 
in the channel Reynolds number range 500<Re< 10,000. The channel wall spacing 
was also varied parametrically between 1.25 and 2.5 streamwise protrusion lengths. 
The study included both average heat transfer measurements, and detailed local 
velocity and turbulent flow structure measurements made using laser-Doppler ve-
locimetry. The experimental results show that the Nusselt number increases with 
both decreasing channel wall spacing and decreasing protrusion width. The increase 
in heat transfer with decreasing wall spacing is explained by the accelerated flow 
due to the protrusion-obstructed channel. Increasing Nusselt number with decreasing 
protrusion width is a result of increased three-dimensional flow and associated 
turbulent mixing. Both of these flow-related phenomena are illustrated with local 
mean velocity and turbulence intensity measurements. The presence of recirculation 
zones both upstream and downstream of the module is revealed. The flow accel­
eration around the heated protrusions, and three dimensionality of the flow and 
heat transfer are competing mechanisms; the higher heat transfer due to flow ac­
celeration around the protrusions for larger protrusions goes counter to the trend 
for higher heat transfer due to increased three-dimensional flow and transport for 
smaller protrusions. A Nusselt number correlation is developed as a function of 
channel Reynolds number and protrusion and channel geometric parameters, which 
describes the tradeoffs discussed. 

Introduction 
The increasing miniaturization of electronic components and 

resultant rise in heat flux at the chip level has motivated re­
search aimed at improved understanding of the fundamentals 
of heat transfer in discrete heating situations. The intimate 
coupling between the complex flow structures and convective 
heat transfer in electronics packages is not yet fully understood. 
This is particularly true of channel flows with heated protru­
sions. The purpose of this study was to identify the funda­
mental factors influencing the convective transport from an 
isolated protrusion of variable dimensions in a channel—a 
configuration prototypical of many fan-cooled electronic sys­
tems. The study involves characterization of both the turbulent 
flow structure around the protrusion and the convective heat 
transfer. 

Heat transfer characteristics of discretely heated protrusions 
in forced convection situations have been treated to some extent 
in the literature. Heat transfer from two-dimensional protru­
sions in channels was studied experimentally (Lehmann and 
Wirtz, 1984, 1985; Biber and Sammakia, 1986; Chang et al., 
1987; McEntire and Webb, 1990). The strong influence of the 
geometric parameters was reflected in the heat transfer cor­
relations, and underlines the importance of the flow structure 
on the convective transport. Three-dimensional arrays of heated 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 16, 
1990; revision received November 28, 1990. Keywords: Electronic Equipment, 
Flow Separation, Forced Convection. 

protrusions have also been investigated (Sparrow et al., 1982; 
Moffat and Arvizu, 1982; Moffat et al., 1985). The effect of 
upstream protrusions on the transport characteristics of heated 
protrusions is particularly evident. 

The problem of forced convection from discretely heated 
components has also received attention from the analytical 
perspective in laminar two-dimensional (Davalath and Baya-
zitoglu, 1987), turbulent two-dimensional (Knight and Craw­
ford, 1987, 1988), and laminar three-dimensional (Asako and 
Faghri, 1987) geometries using finite difference techniques. 
Again, the intimate coupling between the flow patterns and 
the heat transfer was observed. 

Despite the relatively broad coverage of the subject of heat 
transfer from protrusions in channel flows summarized in the 
foregoing, the fundamental turbulent flow structure and as­
sociated heat transfer from three-dimensional protrusions in 
channels are not yet fully understood. This paper reports on 
an experimental study designed to elucidate the mechanisms 
of flow and heat transfer in such a system. In particular, the 
geometric dimensions of the protrusion that influence the three 
dimensionality of the flow are explored. Detailed experimental 
heat transfer and velocity data to be presented are also critical 
in the evaluation of mathematical models used in the design 
of electronics packages. Detailed local experimental data are 
particularly critical for the development and evaluation of 
theoretical models in the transitional Reynolds number regime, 
where forced air-cooled electronic equipment is often designed 
to operate. 
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Fig. 1 Schematic of experimental apparatus and heater modules 

Experimental Apparatus and Instrumentation 
A channel and heater assembly were designed and con­

structed to permit velocity and heat transfer measurements 
over a broad range of experimental parameters. The channel 
walls were constructed of plexiglass to provide optical access 
in the test section and entrance length. The channel cross sec­
tion was divided symmetrically in half by a thin divider, form­
ing identical top and bottom channels, as shown in Fig. 1. 
Each of the two channels was equipped with an instrumented 
heater module for measurement. The purpose of the thermally 
symmetric channel design was to minimize conjugate heat 
transfer in the channel floor on which the heaters were mounted. 
The channel divider was constructed from a 2.2-mm-thick in­
ternally ribbed cardboard sheet. The cardboard sheet was cho­
sen because of its rigidity and low thermal conductivity. Only 
absolutely flat divider sections were used. Additionally, the 
grooves into which the cardboard sheet were inserted were 
milled such that a tight fit existed, and no vibration of the 
divider was observed during the experiments. The channel was 
designed to have variable height capability. Four channel 
heights were investigated, H= 15, 20, 24, and 30 mm, with a 
fixed channel width of W= 155 mm. The channel height was 
adjusted by means of movable channel walls, as shown in the 
end view of Fig. 2. Based on the relationship for the entrance 
length corresponding to fully developed flow (Fox and 

^ . ^ ^ ^ ^ ^ ^ ^ ^ ^ 

Fig. 2 End view of the experimental apparatus 

McDonald, 1978), the channel was constructed to be 1520 mm 
in overall length, allowing approximately 200 mm between the 
heated protrusion and the channel exit. 

As explained in the foregoing, high thermal conductivity 
modules, heated electrically at the same rate, were placed on 
opposite sides of the channel divider. A cross-sectional detail 
of the heater blocks is shown in the lower panel of Fig. 1. A 
small coil of nichrome wire, which was connected to electrical 
leads, was designed to fit inside a section milled in each module. 
This coil provided the electrical resistance needed to heat the 
module ohmically. Small voltage sensing leads were attached 
to the nichrome coil at the junction with the power leads. 
These were used to measure the voltage drop across each coil 
during each experiment. With the thermocouples installed and 
the resistor set in place with epoxy, an instrumented heater 
module was then attached to the opposite sides (top and bot­
tom) of a section of the cardboard divider material. The ther­
mocouple, power supply, and voltage sensing leads were drawn 
out of the channel toward the downstream plenum between 
the ribs on the interior of the cardboard channel divider. Thus, 
there was no disturbance in the channel cross section due to 
instrumentation wires. This section of cardboard with attached 
modules was designed to slide easily horizontally in and out 
of the channel test section and to fit snugly with the existing 

Nomenclature 

A * = fraction of channel cross sec­
tion open to flow at the protru­
sion, Eq. (2) 

As = total convective surface area of 
the protrusion = 
2PhPw + PLPw + 2PhPL; the 
2PhPL term vanishes for the 
two dimensional heaters 

DH = hydraulic diameter of the chan-
_ nel upstream of the test section 
h = average heat transfer coeffi­

cient 
H = channel height, Fig. 2 
k = thermal conductivity 

Nu = average Nusselt number = 
hPJk 

Ph = protrusion height, Fig. 2 
PL = streamwise length of the pro­

trusions, Fig. 1 
P„ = protrusion width, Fig. 2 

q = convective heat transfer from 
the protrusion 

Re = channel Reynolds number = 
UDH/v 

Ts = average heater module temper­
ature 

T„, — free-stream temperature 
u = local average streamwise 

velocity 
u' = local rms streamwise velocity 

fluctuation = [H(u-u,f/N]xn 

U = average channel velocity up­
stream of the protrusion 

W = channel width, Fig. 2 
X = dimensionless streamwise coor­

dinate referenced to the leading 
edge of the protrusion = x/PL 

Y = dimensionless vertical distance 
from the channel floor = y/H 

Z = dimensionless spanwise coordi­
nate referenced to spanwise 
center of the channel = z/{W/2) 

v = kinematic viscosity 
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length of divider in the upstream portion of the channel. Four 
of these sections with the different module protrusion widths 
were used to establish trends in the heat transfer coefficient 
as it varied with the module dimensions. Three pair of matching 
three-dimensional modules with protrusion widths Pw = 19 mm, 
38 mm, and 75 mm with fixed protrusion height, Ph= 12 mm, 
and protrusion streamwise length, PL = 12'mm, were used in 
the experimental study. A pair of matching two-dimensional 
blocks (spanning the full 155-mm width of the channel) with 
the same 12-mm protrusion height and streamwise length was 
also studied to contrast the' two and three dimensionality of 
the flow and heat transfer. 

Copper/constantan thermocouples were embedded in both 
top and bottom heater modules to monitor temperature gra­
dients, if any, and to measure the heated module temperature 
needed in the calculation of the average heat transfer coeffi­
cient. The number of thermocouples used varied with protru­
sion width; two, three, four, and five thermocouples were used 
in the P„= 19, 38, 75, and 155 mm modules, respectively. The 
variation in the temperature measurements on the module in­
terior was never more than 6 percent of the difference between 
average module and free-stream temperature, Ts-Tx. Addi­
tionally, the variation in Nu between top and bottom heaters 
was always less than 4.0 percent, with the average difference 
being less than 2 percent. The protrusions were constructed of 
6061-T6 aluminum alloy (A: =172 W/mK). Because the con­
duction resistance of aluminum is so much smaller than the 
convection resistance, the modules were considered isothermal; 
the block Biot number was determined to be less than 0.003, 
indicating negligible temperature gradients in the solid blocks. 
The exposed aluminum surfaces were highly polished to reduce 
the heat transfer by radiation. The emissivity was measured 
using an infrared radiometer to be approximately 0.05, which 
is consistent with published radiative property data for polished 
aluminum (Incropera and DeWitt, 1990). The maximum and 
average radiation heat loss for all experiments were 1.4 and 
0.5 percent, respectively, of the total heat transfer for Re>2000. 
Losses were higher at lower Reynolds numbers, but these low-
Re data were not included in the final heat transfer correlation. 
The radiation losses were therefore neglected. 

Because of the dual channel symmetry, each heater module 
acted as a guard heater for the one opposite. However, an 
analysis of the conjugate heat transfer in the channel divider 
revealed that the conduction loss was nonnegligible. To esti­
mate the heat loss, the channel divider was approximated as 
an annular fin whose base temperature was equal to the heated 
module temperature. The convective heat transfer coefficient 
prevailing over the "fin" surface was estimated to be 70 percent 
of the value measured for the heated protrusion. Such an 
approximate analysis is likely to overestimate the conduction 
loss. It was found that for the range of Reynolds number 
experiments for which the heat transfer was correlated 
(Re > 2000), the maximum conduction loss was 6.9 percent of 
the total Ohmic dissipation. The average Nusselt numbers were 
corrected for this loss based on the results of the approximate 
analysis. A copper/constantan (Cu/Co) thermocouple was 
placed at the channel entrance to measure the ambient tem­
perature (r„). 

The room air was drawn into the channel entrance over the 
heated modules in the test section, into the plenum, and out 
through bypass flow meters to the regenerative blower, which 
was operated in suction mode. Three rotameters with different 
flow rate measurement ranges 14.2-70.8, 85.0-396.4, and 
340.0-1529.1 1/m were used to meter the air flow rate. The 
flow meters have a calibrated accuracy of 5 percent. A ther­
mocouple was placed at the entrance of the flow meters to 
measure the temperature necessary for corrected flow meter 
readings. Since the upper and lower channels were constructed 
to be symmetric in every way, it was assumed that the global 
and local flow characteristics of the upper and lower channels 

were identical. This is supported by the fact that the maximum 
difference between the average Nusselt number for the upper 
and lower heaters was only 4.0 percent in alLof the experiments. 
Indeed, the average difference between upper and lower heated 
module Nusselt numbers was less than 2 percent. This is well 
within the experimental uncertainty in Nu of 7.4 percent to be 
presented. 

After the heat transfer data were collected, the channel was 
modified for measurement of the streamwise component of 
the local mean velocity and its fluctuating component using a 
laser-Doppler velocimeter (LDV). The laser-Doppler velocim-
etry study was carried out with a TSI Model 1980 LDV system 
operated in backscatter mode with Spectra-Physics Model 
2016, 5 W laser. The ellipsoidal probe volume dimensions were 
600 fim by 40 /im, given respectively as the major and minor 
axes of the ellipsoid. The direction of flow was resolved by 
using frequency shifting. Statistical data were based on a sam­
ple size of 8000 measurements, with a sampling frequency of 
approximately 1500 samples/s. A computer-controlled three-
axis positioning table with a resolution of ±0.1 mm in each 
axis was used to position the beam crossing in the channel flow 
at predetermined locations. Atomized water droplets generated 
by a Fairchild six-jet atomizer, which produced a mean droplet 
size of just under 1 /urn (documented by the atomizer manu­
facturer), were used to seed the flow. The atomizer was placed 
at the channel entrance and the small water droplets were 
entrained into the channel with the incoming air. Velocity 
measurements were made without heating, since the flow was 
forced convection dominated. The cardboard channel divider 
was replaced with an aluminum divider to prevent warping 
when exposed to the atomized water. Exact replicas of the 
aluminum blocks used in the heat transfer portion of this study 
were machined and, as in the heat transfer portion, were at­
tached to opposite sides of a section of the aluminum divider. 
Two of these sections were constructed. Replicas of the two-
dimensional block (Pw= W= 155 mm) with the same 12-mm 
protrusion height were attached to the opposite sides of one 
of the sections, and replicas of the three-dimensional protru­
sion with the 38-mm protrusion width and 12-mm protrusion 
height were attached to the other section. The mean flow and 
turbulence structures were mapped for the two- and three-
dimensional protrusions from these two sections at two Reyn­
olds numbers for an intermediate channel height of H—2Q 
mm. 

Experimental Uncertainty 
An error analysis using the method of Kline and McClintock 

(1953) was performed to determine the uncertainty in the ex­
perimental data. The majority of the error in Nu can be traced 
to the uncertainty in the convective heat transfer and temper­
ature difference. The uncertainty in convective heat transfer 
is due largely to the simplified analysis for the conduction loss 
correction. Although the conduction loss through the channel 
divider can probably be determined only to within 20-25 per­
cent accuracy, these losses are so small that the convective 
dissipation from the module is estimated accurate to 5 percent. 
The estimated error in the temperature difference is 0.5°C. 
Temperature differences {Ts- Tm) ranged from a minimum of 
11.7°C to a maximum of 76.4°C. The maximum uncertainty 
in ATwas therefore 2.1 percent. The resulting maximum com­
posite uncertainty in average Nusselt number is 7.4 percent. 

The single largest contributor to uncertainty in the Reynolds 
number was the measurement of the volumetric flow rate. With 
the manufacturer-supplied calibration for the flow meters of 
5 percent, an uncertainty in Reynolds number of 7.7 percent 
is estimated. This number includes an estimate of asymmetry 
in flow partitioning between the parallel channels in the ex­
perimental system (based on the average 2 percent difference 
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Fig. 3 Vertical profiles of the local streamwise mean velocity at the 
channel centerline (Z= 0) at various streamwise locations for Re = 2300, 
PhIPL = 1.0, HIPL= 1.67: two-dimensional protrusion, P„/IV=1.0; three-
dimensional protrusion, P„/PL = 3.17 (P„/tV=0.25)-, measurement profile 
locations: X = -1.38, - 0.96, - 0.54, 0.0,0.5,1.0,1.54,1.96, 2.38, and 3.21 

in Nusselt number for the top and bottom heaters). Laser 
velocimetry measurements were estimated to be accurate to 
2.0 percent. The error in location of the LDV diagnostic volume 
relative to the channel wall is estimated at ±0.15 mm. 

Experimental Results 
The parameters for the convective heat transfer from the 

protrusions were characterized in nondimensional form by the 
average Nusselt number and the channel Reynolds number. 
The streamwise length of the protrusion was chosen as the 
characteristic length in all dimensionless variables except the 
channel Reynolds number, which was based on the channel 
hydraulic diameter. Hence, the dimensionless channel height, 
protrusion height, and protrusion width are normalized as 
H/PL, Ph/Pu and PJPf, respectively. To aid in visualizing 
the width of the protrusion relative to the total width of the 
channel, this parameter is also presented as a fraction of the 
channel width, P„/W. Since PL and W7 remained constant in 
all experiments, each value of PJ Whas a unique PJPL coun­
terpart. The experimental study included the effects of channel 
Reynolds numbers in the nominal range 500 < Re < 10,000, 
protrusion widths varying between \.5%<PJPL< 12.9 
(0.12<PW/W<1.0), and channel height in the range 1.25< 
H/PL<2.5. The protrusion height was fixed at Ph/PL=1.0. 
In all, 136 experiments were run to assess the effect of the 
various operating parameters on the average heat transfer. The 
average Nusselt number was defined as Nu = hPL/k, where the 
average heat transfer coefficient was determined from the cor­
rected heat transfer from the heater module, q, the average 
heater module temperature, Ts, and the total convective surface 
area of the heater, as h = q/As( Ts - T^). Note that the surface 
area of the two-dimensional protrusions does not include the 
protrusion span wise end areas. The results will be presented 
first as a discussion of the flow structure drawn from the LDV 
measurements. The heat transfer from the protrusions will then 
be presented. 

Flow Structure. Figure 3 illustrates vertical profiles of the 
streamwise velocity component normalized by the channel av­
erage velocity (upstream of the protrusion), Ti/U, for the two-
dimensional (PJW'=1.0) and three-dimensional {PJW 
= 0.25) protrusions for the experimental conditions Ph/PL 
= 1.0, H/PL= 1.67, and Re = 2300. These profiles were taken 
at the spanwise center of the channel, Z = 0, at exact streamwise 
locations noted in the figure caption. The streamwise and ver­
tical coordinates are defined as X=x/PL, were x is referenced 
to the leading edge of the heater module, and Y=y/H, ref­
erenced from the channel floor. The scale for each cross-stream 
profile of the streamwise velocity component is shown inside 
the block representing the heated protrusion. The vertical lines 

Fig. 4 Horizontal profiles of the local streamwise mean velocity at an 
elevation y/Pft = 0.5, and at various streamwise locations for the three-
dimensional protrusion, Re = 2300, PJPL = 3.17 (PJW= 0.25), P„/P,. = 1.0, 
HIPL = 1.67; measurement profile locations: X = -1.38, -0.54, 0.0, 1.0, 
1.54, 2.38 

corresponding to each velocity profile pair (two-dimensional 
and three-dimensional) serve as reference points, indicating 
the streamwise locations at which the velocity measurements 
were taken. Sidewall velocity effects were confined to less than 
10 percent of the channel width (Roeller, 1989). 

Figure 3 shows that the flow is significantly accelerated by 
the presence of the channel obstruction presented by both two-
and three-dimensional protrusions. Mean velocities above the 
protrusion are observed to be somewhat higher for the two-
dimensional than for the three-dimensional module. This is 
explained by the fact that in the three-dimensional configu­
ration, the flow has a greater tendency to bypass the accelerated 
flow region on top by traveling around the sides of the pro­
trusion, to be illustrated shortly. The increased flow velocity 
resulting from the channel obstruction will be shown to have 
a significant effect on the heat transfer. 

The flow over both two-dimensional and three-dimensional 
modules separates at the top upstream corner as it accelerates 
over the protrusion. Although no negative velocities are seen 
along the module top at X= 0, recirculation with reverse flow 
velocities as high as half the channel average are seen down­
stream (e.g., X=0.5). The vertical extent of this reverse flow 
zone above the protrusion is greater for the two-dimensional 
than for the three-dimensional protrusion. The separated flow 
does not reattach before reaching the downstream edge of 
either the two-dimensional or three-dimensional protrusion. 

A small recirculation zone upstream of the heater module 
is evident for both two- and three-dimensional configurations. 
This reverse flow region extends a full protrusion length up­
stream for both conditions. A similar recirculation zone was 
observed in flow visualization photographs in a study of a 
significantly larger three-dimensional protrusion (Olsen et al., 
1989), and was seen to influence the local heat transfer along 
the impingement face. Interestingly, the recirculation zone up­
stream of the module is significantly larger for the three-di­
mensional protrusion, with reverse flow velocities as high as 
three times those found at corresponding locations for the two-
dimensional module. The flow approaching the protrusion 
must either accelerate over the top, or reverse back upstream 
and eventually merge with the mean flow in the two-dimen­
sional system. The alternative in the three-dimensional system 
is to bypass around the protrusion sides, which will be illus­
trated shortly. 

A recirculation zone on the downstream side of both the 
two-dimensional and three-dimensional protrusions extends 
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Fig. 5 Comparison of normalized rms velocity fluctuations at the chan­
nel centerline ( Z = 0 ) for the two-dimensional (PJW=-\.0) and three-di­
mensional (PJW= 0.25) protrusions corresponding to the mean velocity 
data of Fig. 3; measurement profile locations: X= - 0.96, - 0.54,0.0,1.0, 
1.54, 1.96, 2.38 

well beyond X=3, as the reverse flow wraps around the pro­
trusion in the conventional horseshoe structure. The recircu­
lation zone occupies much of the height of the channel. The 
size of this leeward recirculation zone diminishes as one pro­
ceeds downstream. The recirculation zone is smaller for the 
three-dimensional configuration, although the reverse flow ve­
locities immediately downstream of the protrusion are nearly 
twice that found for the two-dimensional module (see, for 
example, X = 1.54). There exists a double eddy structure in the 
near-downstream region for the two-dimensional configura­
tion, as evidenced by the velocity profile at X= 1.54. 

The flow around the sides of the three-dimensional protru­
sion at a vertical position halfway up the protrusion (y/P), = 0.5) 
for the conditions of Fig. 3 is illustrated in Fig. 4. The figure 
represents horizontal profiles of local mean streamwise velocity 
as viewed from the top of the channel. Again, the horizontal 
lines corresponding to each velocity profile indicate the stream-
wise measurement location. Velocity data are shown only from 
the channel centerline (Z = 0) to the side wall (Z= 1). Again, 
the increased flow velocities due to the presence of the pro­
trusion are evident. Interestingly, the protrusion's influence is 
felt well upstream, evidenced by the normalized velocities nearly 
twice the channel average at X= -1.38 in the approximate 
region 0.3<Z<0.9. The accelerated bypass flow around the 
sides of the protrusion is also evident; the local mean flow is 
accelerated by approximately 25-30 percent over the channel 
average velocity at X= 0 and 1. Also of interest is the recir­
culation on the leeward side of the three-dimensional module, 
which shrinks with increasing downstream position. Again, 
this is indicative of the horseshoe flow structure characteristic 
of flow around protrusions, and which strongly affects the 
heat transfer, particularly near the protrusion base and floor-
mount (Eibeck and Eaton, 1987; Fisher and Eibeck, 1990; 
Goldstein et al., 1985; Goldstein and Kami, 1984; Ireland and 
Jones, 1986). The effects would be more evident for local heat 
transfer measurements in the present system. Although no 
separated flow is seen along the side of the protrusion at this 
elevation (y/P/, = 0.5), such reverse flows were observed in 
other locations. However, these zones were much thinner than 
those observed along the top of the protrusion (thicknesses 
less than 0.04.fi), with associated low negative velocities. The 
separated flow zone is clearly more pronounced along the top 
of the protrusion than along the sides. 

A comparison of the turbulent fluctuation characteristics of 
the mean velocity corresponding to the data of Fig. 3 for the 
two- and three-dimensional protrusions is illustrated in Fig. 5. 
The two module configurations exhibit the same general tur­
bulence behavior—higher fluctuations near the walls and in 
the shear layers separating the primary flow from the recir­
culation zones. In general, the fluctuations for the two- and 
three-dimensional protrusions are of the same order of mag­
nitude. Notable exceptions are the location upstream of the 
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Fig. 6 Variation of the average Nusselt number with channel Reynolds 
number for all protrusion widths studied and two channel heights, 
HIPL = 1.25 and 1.67 

module in the lower part of the channel, y<0.6. The levels 
of turbulent fluctuation for the three-dimensional modules 
here are significantly higher; the rms fluctuation of the stream-
wise velocity component for the three-dimensional modules 
may be twice the value for the two-dimensional modules at 
the same location. The higher turbulent fluctuations for the 
three-dimensional protrusions may be explained in terms of 
strongly three-dimensional flow. Independent of the increased 
heat transfer area along the side faces parallel to the flow, the 
increased turbulence intensity for the three-dimensional mod­
ule configuration is certain to provide more effective heat 
transport from the heated module. 

Heat Transfer. Figure 6 illustrates the variation of the av­
erage Nusselt number with Reynolds number for the H/PL 
= 1.25 and 1.67 channel wall spacings, and for all heated 
module widths ranging from PJ W= 0.12 to 1.0 {PJPL = 1.58 
to 12.9). These data are representative of the trends observed 
for the higher channel wall spacings {H/PL = 2.0 and 2.5) not 
shown. The figures show least-squares correlations of the ex­
perimental data for each protrusion width using a relationship 
of the form 

Nu = «Re" (1) 
The maximum average deviation between correlation and ex­
perimental data in any one data set is 5 percent. The corre­
lations are presented to illustrate more clearly the trends in the 
data and will be used to quantify what will be identified as 
competing effects in the heat transfer. Note that the experi­
mental data for Re = 500 are not well represented by the cor­
relation of the higher Reynolds number data. Laser-Doppler 
velocimetry measurements comparing hydrodynamic data re­
veal dramatically increased turbulence intensity for Re > 2000 
over the Re = 500 case (Roeller, 1989). It is not surprising that 
the lower Reynolds number data, which apparently lie in the 
laminar flow regime, are governed by a different transport 
mechanism than the higher Re flow situation. For this reason 
the Re = 500 data were not included in the correlations shown. 

Figure 6 shows that the heat transfer dependence on Reyn­
olds number increases with protrusion width, illustrated by the 
higher slope of the correlation line. Indeed, the different slopes 
of the correlations for a given channel wall spacing result in 
an intersection in the Nu-Re lines for the different protrusion 
widths. The three-dimensional module correlations intersect at 
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Fig. 7 Correlation of experimental average heat transfer data 

approximately the same Reynolds number, while the two-di­
mensional data intersect the three-dimensional protrusion cor­
relations at some lower value of Re. The values of Reynolds 
number at which these intersections occur are denoted Re/, and 
Re/, respectively. Re/ is the Reynolds number at which the 
correlation for the two-dimensional protrusion (Pw/W= 1.0) 
first intersects the correlations for the three-dimensional mod­
ules with increasing Re. Similarly, ReA is the approximate Reyn­
olds number at which the correlations for all three-dimensional 
modules intersect. At Reynolds numbers below these approx­
imate intersection points, an increase in protrusion width re­
sults in a decrease in the average Nusselt number. The heat 
transfer is greater for the two-dimensional protrusion only at 
the Reynolds number above Re/, and the narrowest three-di­
mensional protrusion is seen to have the greatest heat transfer 
at Re below Re/. Conversely, at Re above the intersection 
points, an increase in P„/ Wresults in an increase in the average 
Nusselt number. This was perhaps more evident at the higher 
wall spacings reported elsewhere (Roeller et al., 1990; Roeller, 
1989). While the selection of Re/ and Re/, is somewhat arbitrary, 
the trends are illustrated, and the observations relative to the 
relative magnitudes and slopes of the Nu-Re lines for the 
different protrusion widths can be made for all channel heights, 
H/PL. An increase in P„/ W results in a situation that is less 
influenced by three-dimensional flow and heat transfer; in the 
limit of Pw/W= 1.0 the transport may be thought of as two 
dimensional (for sufficiently large channel aspect ratio). In this 
case, the flow is accelerated due to increased constriction of 
the channel. These observations suggest that the energy trans­
port is governed by competing phenomena; wider protrusions 
and smaller channel wall spacings yield higher flow velocities 
at the protrusion, with associated intense convective cooling. 
On the other hand, narrower protrusions yield higher three 
dimensionality of the flow with its associated higher turbulence 
and three-dimensional transport. The accelerated flow and 
three-dimensional effects are thus competing. 

The inset plot of Fig. 6 demonstrates graphically the change 
in the approximate intersection points, Re/ and Re/,, with the 
increase in channel wall spacing, H/PL, for all experimental 
data. The data are joined by faired curves. The plot shows 
that as the channel wall spacing increases the intersection Reyn­
olds numbers (Re/ and Reh) increase as well. Therefore, for 
increasing H/PL and at higher channel Reynolds numbers, 
accelerated flow effects dominate the heat transfer. The reverse 
is also true. As channel wall spacing decreases, the critical 
Reynolds number separating the region where three-dimen­

sional effects dominate the heat transfer also decreases. The 
Re/, Reh-H/PL data also illustrate that for increasing H/PL, 
Re/ and Re/, appear to merge to a horizontal asymptote that 
is independent of channel wall spacing. This is intuitive, since 
for H/PL-~oa, the acceleration due to the constriction in the 
channel would vanish. It was also previously observed that the 
slope of the correlation lines for the two-dimensional modules 
approaches that of the three-dimensional heaters as H/PL in­
creases (Roeller et al., 1990). These two observations suggest 
that as the channel Wall spacing increases, the competition 
between accelerated flow and three-dimensional effects be­
comes less important. 

In summary, the results of Fig. 6 suggest that at low Reynolds 
number (below Re/) and higher channel wall spacings, three-
dimensional effects dominate the heat transfer (increased flow 
velocity effects are minimal). At high Reynolds number (above 
ReA) and lower channel wall spacings, higher flow velocity 
dominates the heat transfer even for the three-dimensional 
heaters; the wider three-dimensional protrusions exhibit higher 
heat transfer. It should be clearly understood, however, that 
both effects, the increased mean velocity and the three di­
mensionality, play a role in the heat transfer in all regions, 
but one or the other appears to dominate in a given geometric 
and flow regime. 

A composite correlation of the experimental heat transfer 
data for all channel wall spacings, protrusion widths, and 
channel Reynolds numbers was formulated. The fraction of 
channel cross section open to flow at the protrusion describes 
the acceleration due to the constriction. Hence, a parameter 
A* is proposed for use in correlating the data. The parameter 
A* represents the fraction of the channel cross section open 
to flow, and is defined as 

A* = \-{PJW)(Ph/H) (2) 

For a fixed channel width, W, the parameter A* is seen to 
vary with protrusion width and height, and channel wall spac­
ing. Values of A* ranged from 0.20 for the two-dimensional 
protrusion and the smallest channel wall spacing, to 0.95 for 
the narrowest protrusion and highest channel wall spacing. 
The normalized channel height is also used in the correlation. 
All of the experimental data, with the exception of the laminar 
flow Re = 500 data, were then correlated with the equation 

Nu = 0.256 Re0-555 (A*Y (H/PL)' (3) 
The correlation is shown with all experimental data in Fig. 7. 
Equation (3) is valid for air flow with Reynolds numbers in 
the range 2000 < Re < 10,000, protrusion widths varying be­
tween 1.58<PJPL< 12.9 (0.12<iVl^<1.0), and channel 
wall spacings in the range 1.25<H/PL<2.5. The empirical 
correlation predicts the experimental data with an average error 
of 6.0 percent and a maximum error of 20.3 percent. Although 
some grouping of the data is evident, the low error of Eq. (3) 
in representing the nearly 140 experiments attests to the utility 
and accuracy of the correlation. Previous correlations of heat 
transfer data for two-dimensional heated protrusions have ex­
hibited a dependence on Re06 for 700<Re<3000 and 0.5< 
H/PL<\.5 (Lehmann and Wirtz, 1984), which is not signifi­
cantly different from that found here. However, their study 
indicated only a weak dependence on channel wall spacing (less 
than 15 percent change in Nu over the range of H/PL studied). 

Conclusions 
The flow structure and heat transfer characteristics of an 

isolated three-dimensional protrusion in channel flow have 
been investigated experimentally. The parameters varied ex­
perimentally included channel Reynolds number, protrusion 
width, and channel wall spacing. Laser-Doppler velocimetry 
was used to map detailed velocity and turbulent fluctuations 
around both two- and three-dimensional protrusions. The LDV 
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results show the presence of flow separation and strong recir­
culation zones, which vary in size and intensity for the two-
and three-dimensional modules. The accelerated flow due to 
the obstruction of the channel by the protrusion is also ap­
parent. 

Average heat transfer results suggest that transport from the 
protrusions is dominated by competing phenomena—the in­
creased flow velocity due to the contraction in the channel at 
the protrusions, and the three-dimensional effects as the air 
flow was forced around the finite width protrusions. Larger 
protrusion widths present greater channel obstruction with 
increased acceleration of the flow. The result is associated 
higher convective heat transfer. Conversely, smaller protrusion 
widths yield more intense three-dimensional transport and 
higher turbulence intensity, with resultant higher heat transfer. 
The average heat transfer for a given geometric and flow con­
dition reflects the combined effects of both phenomena. A 
composite correlation was developed describing the experi­
mental data as a function of channel Reynolds number, nor­
malized channel wall spacing, and a parameter quantifying the 
fraction of channel cross section open to flow. 
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An Experimental Study of 
Convective Heat Transfer 
in Radially Rotating 
Rectangular Ducts 
The paper presents an experimental study of convective heat transfer in radially 
rotating isothermal rectangular ducts with various height and width aspect ratios. 
The convective heat transfer is affected by secondary flows resulting from Coriolis 
force and the buoyancy flow, which is in turn due to the centrifugal force in the 
duct. The growth and strength of the secondary flow depend on the rotational 
Reynolds number; the effect of the buoyancy flow is characterized by the rotational 
Rayleigh number. The aspect ratio of the duct may affect the secondary flow and 
the buoyancy flow, and therefore is also a critical parameter in the heat transfer 
mechanism. In the present work the effects of the main flow, the rotational speed, 
and the aspect ratio 7 on heat transfer are subjects of major interest. Ducts of aspect 
ratios 7 = 5, 2, I, 0.5, and 0.2 at rotational speed up to 3000 rpm are studied. The 
main flow Reynolds number ranges from 700 to 20,000 to cover the laminar, tran­
sitional, and turbulent flow regimes in the duct flow. Test data and discussion are 
presented. 

Introduction 
Heat transfer in rotating ducts has been a major subject in 

the study of cooling technology for rotating machines in the 
past decades due to its importance in engineering applications, 
e.g., cooling channels in gas turbines and electrical generators. 
Considering the orientation of flow passages and the axis of 
rotation, they can be categorized into the following five ro­
tation modes: (a) radial or orthogonal mode, (b) parallel mode, 
(c) axial mode, (d) slant mode, and (e) circumferential mode. 
Among these modes, the radial mode is the most interesting 
one for its application to rotor blade cooling in gas turbines. 

In the radially rotating ducts, the rotationally induced Cor­
iolis and centrifugal forces can be generated and consequently 
the flow and heat transfer characteristics are affected by these 
forces. The secondary flow, which is established by the Coriolis 
force in the cross plane of the duct, provides a beneficial effect 
on the heat transfer rate. This topic has been studied in many 
investigations, e.g., the analytical and experimental works by 
Mori and Nakayama (1968) and Mori et al. (1971); and the 
accumulated achievements of the earlier works have been col­
lected in a review monograph by Morris (1981). Recently, 
Morris (1977, 1981) and Morris and Ayhan (1979) advocated 
the significance of the centrifugal-buoyancy effect, which has 
an advantageous effect on heat transfer for radially inward 
flow but an adverse effect for radially outward flow. This class 
of flows has an analogy to mixed convection, buoyancy-as­
sisted and opposed, in a gravitational field (Eckert, 1979). 
Later, some theoretical analyses (Siegel, 1985; Soong and 
Hwang, 1990) corroborated this argument. Numerical simu­
lation for this complicated convection problem is rather trou­
blesome for its bifurcation nature in laminar flow with higher 
parameters (Spezial and Thangan, 1983; Hwang and Jen, 1990), 
and for lacking an adequate model in the turbulent flow regime 
to simulate the transport phenomena in the presence of both 
the Coriolis and centrifugal-buoyancy effects. Comparatively, 
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experimental approach is a more reliable means to obtain the 
useful information on the flow and heat transfer in a rotating 
duct. 

Table 1 lists the previous experimental investigations on heat 
transfer in radially rotating ducts. One can find that studies 
in most of the previous works are concerned with circular ducts, 
and new studies pertain to noncircular, i.e., triangular (Clif­
ford etal., 1984; Harasgama and Morris, 1988), square (Hwang 
and Soong, 1989; Harasgama and Morris, 1988; Wagner et 
al., 1991), and rectangular (Guidez, 1989) ducts. In practice 
the utilizations of the circular, rectangular, and triangular ducts 
are all possible in a turbine blade. Near the leading edge, the 
circular duct may be employed as a coolant channel; but near 
the trailing edge, a triangular one is a best choice; and between 
them, rectangular channels are more appropriate. On the other 
hand, the rotational effect could be different for ducts of 
various cross sections. In rectangular ducts, for example, the 
cross-sectional aspect ratio may affect the strength of the sec­
ondary flow. Therefore the aspect ratio is also a critical pa­
rameter in the heat transfer mechanism. So far, however, there 
are no such data available in the literature. 

In the present study, heat transfer in radially rotating 
isothermal rectangular ducts is investigated experimentally. 
The effects of forced flow, rotation, and aspect ratio 7 on the 
heat transfer are subjects of major interest. Ducts of aspect 
ratio 7 = 5, 2, 1, 0.5, and 0.2 at rotational speeds up to 3000 
rpm are studied. The main flow Reynolds number ranges from 
700 to 20,000 to cover laminar, transitional, and turbulent 
flow regimes in the duct flow. Three different wall-coolant 
temperature differences are used for square ducts (7=1) to 
explore the centrifugal-buoyancy effect on heat transfer. An 
automatically controlled test apparatus developed for heat 
transfer measurements in rotating isothermal systems is em­
ployed to perform a series of measurements. An appreciable 
amount of test data with discussion are presented. 

Parametric Analysis 
The physical configuration of convective heat transfer in 

radially rotating isothermal rectangular ducts considered in the 
present study is shown in Fig. 1. The duct of aspect ratio 7 = H/ 
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Table 1 Experimental investigation on heat transfer in radially rotating ducts 

Authors 

Mori et al. 
Lokai and Limanskii 
Zysina-Molozhen et al. 
Metzger and Stan 
Lokai and Gunchenko 
Morris and Ayhan 
Clifford et al. 
Iskakov and Trushin 

Harasgama and Morris 
Hwang and Soong 
Guidez 
Wagner et al. 

Year 

1971 
1975 
197.6 
1977 
1979 
1979 
1984 
1985 
1988 
1989 
1989 
1991 

Duct type 

0 

o . 
o 
o 
0 

0 

A 

o 
O A • 

D 

1 — 1 

D 

L/D 

56.67 

26 
25 

6, 12, 24 
? 

10,20 
20 

11.25 
20 
30 

11.5 
14 

Rotational 
speed (rpm) 

0-1000 
0-5000 
0-2250 
0-3000 
0-5500 
0-2000 

0-1000 
0-876 

0-2000 
0-3000 
0-5200 
0-1100 

Reynolds 
No. (X103) 

1-10.8 
9-40 
4-30 

0.7-3.1 
12-37 

•5-15.5 
6.8-38 
30-80 
7-25 

0.7-20 
17-41 

12.5-50 

Thermal 
B.C.. 

UWT' 
UHF 
UHF 
UWT 
UHF 
UHF 
UHF 
UHF 
UHF 
UWT 
UHF 

UWT 

*Mass transfer analogy 

B (height H denotes the sides parallel to the Coriolis force in 
the cross plane) rotates with a constant speed o> about an axis 
at a distance Z0 from the origin of the coordinate system. The 
thermal boundary condition of uniform wall temperature 
(UWT) is imposed on the duct walls. Due to the complexity 
of the problem, the governing parameters will be extracted 
through the nondimensionalization of the continuity, momen­
tum, and energy equations. 

To simplify the analysis, a steady and incompressible flow 
is assumed and gravitational force is neglected, for its mag­
nitude is small compared t o the centrifugal force. The gov­
erning equations are depicted as follows: 

ab: Pressure Side 
od: Suction Side 

Axis of Rotation 

Fig. 1 Physical model of the problem 
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mass flow rate 
mean Nusselt number 
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static pressure 
pressure departure from the 
reference condition 
dimensionless quantity of 
P' 

Pr 

e 
R 

Ra,, 

Raj 

Re 

Recr 

ReM 

Ro 
r 

Tb,f = 

Tf = 
Ti = 
Tr = 

AT = 

Prandtl number 
heat flux 
position vector from the ro­
tation center 
rotational Rayleigh 
number = (oi2E)/ 
j 3 ( r w - 7 ] ) Z ) W c 2 

combined buoyancy pa­
rameter = Ra</Re2 

main flow Reynolds num­
ber = W0D/v 
critical Reynolds number 
rotational Reynolds num­
ber = ulf/v 

rotat ion number = wD/W0 

temperature recovery fac­
tor 
exit bulk temperature 
mean fluid temperature in 
duct 
fluid temperature 
inlet temperature of air 
recovery temperature 
wall temperature 
reference temperature dif­
ference = T„ - Ti 

&Tlm = 

U, V, W = 
u, v, w = 

U H F = 
UWT = 

W0 = 
X, Y, Z = 

x,y,z = 

y = 

v-
V 

p 
0) 

log-mean temperature dif­
ference (LMTD) 
velocity components 
dimensionless velocity 
components 
uniform heat flux 
uniform wall temperature 
mean flow velocity in duct 
coordinate system 
dimensionless quantity of 
(X, Y, Z) 

distance from duct en­
trance to the axis of rota­
tion 
duct aspect ratio (height/ 
width) = H/B 
dimensionless semispan ec­
centricity = E/D 
dimensionless temperature 
= ( r - 7 ] ) / P r ( 7 ; - 7 D 
viscosity 
kinematic viscosity 
fluid density 
rotational speed 
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v-v=o (1) 

(V-V)V=i>V2V- VP'/p-wXo>xR-2a>xV (2) 

(V-V)T=aV2T (3) 

By invoking the Boussinesq approximation, 
p = pr[l - j 3 ( r - 7])], to the centrifugal force terms and intro­
ducing the nondimensional variables 

x=X/H, y=Y/B, z = Z/L, u- uA^-w. 

-r'lty- w=w/w0, P'=p'/prvn, 
8 = (T-T,)/Pr(Tw-T,), D = 2HB/(H+B), l=L/D, 

e = E/D, Re-=W0D/v, Rea = u-Dl/v, 

Ro = ReJRe, Rau = w2£(3 (T„ - Ti)D3Pr/v2, 

equations (l)-(3) can be expressed in the following dimen-
sionless scalar form: 

du dv dw „ 
+ + 0 

dx ay dz 
(4) 

du du du 1 
u—-+v—+w— = — V u 

dx dy dz Re 
*2„ 

4/2 dp' 4/2 

Ro-w-
Ra^x0 

( 7 + l ) z dx 7 + 1 " " Re2 e ( 5 ) 

dv dv dv 1 i 2 4 7
2 / 2 dp' 

U~-+V — +W—- = —V*V-, ' , , - r -
dx dy 9? Re 

2, 

( T + i f a v ( 6 ) 

<9w dw <9w 1 

dx dy dz Re 

•?f+(y+l)Ro-u-^t-(Zo + z)-d (7) 
oz Re e 

where V*2 = 

961 50 90 1 
M — + t ; — + w—= „ 

dx dy dz PrRe 

4/ 

v*2e (8) 

( 7 + i r 
(7+I f 92 

9 ^ + T a / T 4/2 a*2 

In the above equations, one can find that the rotational 
effects are characterized by the dimensionless groups Reu/Re 
(or Ro) and Raw/Re2. Physically, the former represents the 
ratio of the Coriolis force to the inertia force or the relative 
significance of the Coriolis-induced secondary flow effect to 
the forced flow effect. The latter is the ratio of the centrifugal-
buoyancy force to the inertia force or the relative importance 
of the buoyancy to the forced convection effect. It is also seen 
that the main flow Reynolds number Re characterizes the forced 
convection effect. 

The parametric analysis generates the following statements: 
(1) The parameters involved in the present problem are the 
Prandtl number Pr, the cross-sectional aspect ratio y, the ec­
centricity e, the duct length /, the main flow Reynolds number 
Re, the rotation number Ro ( = Re0)/Re), and the buoyancy 
parameter Ra^/Re2 . (2) The centrifugal-buoyancy effect 
( —Re-2) diminishes faster than the effect of the Coriolis-in­
duced secondary flow (~Re~') as the main flow Reynolds 
number increases. (3) From the jc-momentum equations, it is 
very clear that the pressure gradient, and the Coriolis and 
viscous forces in the cross plane can be strongly affected by 
the aspect ratio y as well as the duct length /. 

Experimental Apparatus and Test Procedure 

In the present study an experimental apparatus, shown in 
Fig. 2, is employed to conduct a series of measurements of the 

SAFETY GLA55 
MIXING CHAMBER 
TE5TED OUCT 
HEATER 
BEARING SET 

TACHOMETER 

SLIPRING 

Fig. 2 Arrangement of experimental apparatus 

MIXING CHAMBER 

ALUMINUM ALLOY 
PLATE 

TEFLON ANNULAR 

AIR FLOW 

THERMOCOUPLE 
LOCATIONS 

Test section assembly 

mean Nusselt number under various conditions. The apparatus 
consists of six major parts: (1) coolant air supply, (2) test 
section, (3) heater and temperature controller, (4) motor and 
speed controller, (5) data acquisition and reduction system, 
and (6) sequential controller and monitoring system. Two feed­
back controllers are used for the wall temperature and rota­
tional speed regulations, and a sequential controller is for the 
experimental sequence control. A personal computer is used 
to play the role of center controller and monitor for the whole 
experimental system. The control and monitoring system is 
described in detail in a previous work (Hwang and Soong, 
1989) and will not be repeated here. 

A schematic diagram of the test model assembly is shown 
in Fig. 3. The hydraulic diameter of the model ducts is 4 mm 
and the length-to-diameter ratio is 30. Considering the re­
quirements of high thermal conductivity, light weight, high 
material strength, and machining feasibility, aluminum alloy 
(e.g., AA-6061 or 6101) is an appropriate choice. A channel 
in a half height and several slots for thermocouple installations 
are grooved on two pieces of well-finished aluminum alloy 
plates. The required rectangular duct can thus be formed by 
screwing the plates face to face. The outside surfaces of the 
plates are oxidized in black to increase the absorptivity of 
radiative heat from the heater system. 

Along the duct axis, three pairs of T-type copper-constantan 
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thermocouples are embedded in the slots parallel to the duct. 
The wall temperature is measured at the axial locations of 
1/6, 1/2, and 5/6 length of the duct from the inlet. A Teflon 
annular hub with spline keyways in the inner side is used for 
mounting the test section of the rotating shaft and also as a 
thermal insulator to insulate the shaft from the hot test section. 

After passing through an electronic digital flowmeter, the 
coolant air flow enters the cylindrical plenum space in the 
hollow shaft and flows through the straightener fixed in the 
interior of the shaft to eliminate the initial swirl before entering 
the rectangular duct. A thermocouple is located at the inlet of 
the plenum space to measure the temperature of the inlet air 
flow. To pick up the bulk temperature reading at the ext, a 
mixing chamber made of Teflon is attached to the exit plane. 
A stagger rod bundle is installed in the chamber to provide a 
well-mixed condition. The whole model assembly is placed in 
a test cell enclosed by a support frame with safety glass plates 
and ventilation openings. 

In the UWT thermal boundary condition, the local heat flux 
carried away by the coolant varies along the duct. A two-disk 
three-ring annular heater system with a total power of 1.2 kW 
is designed. The two-disk heaters are parallel with a 5-mm gap 
on each side of the test section. The power output from each 
of the three ring heaters (inner, middle, outer), which corre­
sponds to a thermocouple on the duct wall, is controlled in­
dividually by using a mutlichannel temperature controller. 

The rotational speed can be detected by a photo-electric 
tachometer and adjusted by a feedback controller to attain the 
present speed. The temperature readings from the rotating part 
are transferred to the recorder through a slip-ring assembly 
attached at the end of the shaft. The slip-ring assembly has 12 
rings; its permitted speed for continuous duty is 6000 rpm. 
The raw data are processed by a built-in program once per 
minute until the criterion of steady-state, i.e., the variation of 
the mdan Nusselt number is less than 1 percent in ten minutes, 
is satisfied. After setting a value for the wall temperature, 
usually, a period of one hour was allowed for warmup and 
additional 30 to 45 minutes was required to reach the steady-
state condition. In the present work the inlet air temperature 
is about 25°C. Three wall temperatures, Tw = 45, 55, and 80°C, 
are posed to study the effect of temperature difference on heat 
transfer characteristics. 

Preliminary Tests and Data Reduction 
Preliminary tests were performed for data calibration and 

error estimations. The errors in the temperature measurement 
are due to the inaccuracies in the initial calibration of the 
thermocouples, the reading of recorder, and the connections 
in the slip ring. The three uncertainties are 0.1 °C, 0.1 °C, and 
0.2°C, respectively. The total uncertainty in temperature is, 
therefore, 0.4°C. Radiation error in the temperature meas­
urement of the exit air flow is estimated by following the 
analysis in Eckert and Drake's book (1972), and the maximum 
relative error in temperature reading is less than 1.65 percent. 

In an experiment with a large flow rate, the compressibility 
correction for the measured temperature of the air flow is 
performed. By denoting the recovery temperature as T„ the 
true fluid temperature 7} can be expressed as 

7>= Tr/ 1 + * _ i r M 2 (9) 

where k is the specific heat ratio, M is the Mach number of 
the air flow, and r is the temperature recovery factor (Schlicht-
ing, 1979) and 

/._pri/2 for laminar flow 

= Pr1/3 for turbulent flow 
It is noted that a maximum temperature difference 

Tr- Tf= 2.5°C is found for the case of Re = 20,000 (M = 0.21) 
in the present study. The uniformity of the wall temperature 
is also checked. A wall temperature difference of 0.5°C be­
tween the temperatures at 1/6 and 5/6 length of the duct and 
0.2°C between the pressure and suction sides of the duct was 
found for 7 = 1 at AT= T„- r, = 30°C, Re = 8300, and 
Rea) = 200. Considering the possible leakage of the air flow, a 
flow-rate calibration is conducted in the stationary case, and 
the calibration curve is used in data reduction. The maximum 
error in the flow 'rate is 5 percent, and in the rotational speed 
it is 1 percent. An error analysis in the measurement of tem­
perature, flow rate, and physical properties was carried out. 
In the worst case of measurements, the uncertainty is about 
13 percent in the value of the Nusselt number at AT= 30°C, 
and 18 percent at Ar=20°C. 

The mean or the overall Nusselt number is based on the heat 
transfer coefficient derived from the energy balance over a 
duct length L 

Q = hlm-2(H+B)-L-ATlm = m-Cp(Tb,e-Ti) (10) 
In the calculation of heat transfer coefficient, net heat flux, 
and therefore the heat loss, must be accurately estimated; see, 
e.g., Wagner et al. (1991). To avoid the difficult task of heat-
loss estimation, the log-mean temperature difference (LMTD) 
AT/m rather than the net heat flux is used; AT/m is defined as 
(Youset and Tarasuk, 1982) 

±Tlm={Tbie-T,)ADl(Tw-Tl)/(Tw-Tb,e)] (11) 
in which Tw denotes the measured average wall temperature, 
7} is the inlet air temperature, &n&Tbe is the exit bulk temper­
ature. The fluid properties are evaluated at the mean fluid 
temperature Tbj based on LMTD, i.e., 

TbJ= T„- (Tw- T,)An[(Tw-T,)/{Tw-Tbie)] (12) 

Therefore, the mean Nusselt number is 

Nu = i-ln[(rH,-7])/(r iv-7i je)]-(PrReD/L) (13) 

in which only Pr, Re, L/D, and the three measured temper­
atures 7], Tm and Tbie are involved. 

Results and Discussion 
In the present study the properties p, k, fi, and Pr are all 

assumed as constants due to the low temperature difference 
AT. From the previous parametric analysis, the enhancement 
of heat transfer rate, denoted by the ratio Nur/Nu0, in the 
rotating rectangular ducts depends on the parameters Re, Re^, 
Ra^, 7, /, and e. For fixed duct length and eccentricity, the 
Nusselt number ratio can be expressed as a function of Re, 
Re„, Raw, and 7, or in terms of the combined parameters 

Nu/Nu0=/[Re, Ro, Ra*, 7] (14) 

where r and o denote rotational and stationary conditions, 
respectively, Ro = Rew/Re is the rotation number, and Ra* 
= Ra^/Re2 is the parameter indicating the relative importance 
of the buoyancy to the forced convection effect. 

Figure 4 shows the variation of the mean Nusselt number 
with the Reynolds number for a square duct 7=1 . The Reyn­
olds number ranging from 700 to 20,000 covers the laminar, 
transitional, and turbulent flow regimes. It is seen that the 
stationary duct data obtained in the present experiment are 
quite reasonable when compared with previous results in the 
high Reynolds number regime (Deissler, 1953; Woods, 1975), 
but show higher values in the Nusselt number when compared 
with pure forced convection data in laminar flow regime (Shah 
and London, 1978). One may attribute this discrepancy to all 
possible secondary flow motion due to flow passage and nat­
ural convection. The data display different slopes in laminar 
and turbulent flow regimes as expected. In the stationary con­
dition, the slope of the curve changes at Reynolds number near 
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Fig. 4 Mean Nusselt number variation in rotating square duct (7 = 1) 

2300. The data at Re> 2300 behave as typical turbulent flow 
data and those at Re < 2300 behave as laminar and transitional 
data. The rotating duct data show behavior similar to that of 
the stationary data. All the data for rotational cases tend to 
merge into the limiting curve as the Reynolds number increases. 
This is due to a relatively low secondary flow and buoyancy 
effects in a strong forced flow at high Reynolds number. 

Figure 5 shows the experimental data for two low aspect 
ratio ducts (7 = 0.2 and 0.5) and two high aspect ratio ones 
(7 = 2 and 5). All of the data presented in Figs. 4 and 5 were 
measured in the thermal boundary condition of UWT with a 
temperature difference AT= T„- Tt= 30°C or A77TW»0.1. It 
is seen that most of the rectangular duct data follow the same 
trend as that the square duct behaves, except the distinct be­
havior of the 7 = 5.0 duct at Rew>52.5 presented in the high 
Reynolds number region. The relatively lower heat transfer 
rate in these cases will be discussed later. 

The aspect ratio effect on the heat transfer enhancement at 
various rotational Reynolds numbers is presented in Fig. 6. 
The considerable enhancement of heat transfer in the laminar 
and transitional flow (Re < 4000) regimes is observed. Also, 
one can find that the secondary flow effect on the heat transfer 
enhancement in high 7 ducts diminishes faster than that in low 
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7 ones. This is due to the relatively weak secondary flow effect 
in the high 7 ducts. The heat transfer enhancement in a square 
duct is most remarkable. However, the data for ducts of 7 ̂  1 
are somewhat irregular in a low Reynolds number region. 
Almost all of the data follow a growing trend due to the 
increasing Coriolis effect, except the high aspect ratio duct of 
7 = 5. Similar behavior has been reported in previous works 
on laminar cases (Mori and Nakayama, 1968; Hwang and 
Soong, 1989). This beneficial effect is suppressed in the tur­
bulent flow regime. 

In the turbulent flow regime, the magnitude of Nur/Nu0 
follows a regular order of square, low 7, and high 7 ducts. It 
may be concluded that the rotational effect on heat transfer 
enhancement is the smallest in the high 7 ducts, but is the 
strongest in a square one. The physical interpretation based 
on the dimensionless equations (4)-(8) can be stated as follows. 
In the low 7 ducts (7 < 1), the Coriolis force - 4/2 • Ro • vr/(l + 7) 
in x-momentum equation (5) seems to be slightly increased for 
the more convex main flow velocity distribution along the duct 
height (i.e., in the x direction); but the viscous force 4l(d2u/ 
d*V(7 +1)2 on the walls perpendicular to the Coriolis force 
also becomes large. The total effect of these forces weakens 
the secondary flow motion in the cross plane. In high 7 ducts 
(7 > 1), the Coriolis force becomes smaller and approaches zero 
as 7— 00. The secondary flow is weakened by the higher viscous 
force on the longer sides, and then is difficult to increase in 
the high 7 narrow duct. Consequently, buoyancy becomes the 
dominant effect. Even in a strong forced flow, therefore, the 
buoyancy still has the chance to reverse the beneficial effect 
of the secondary flow. This point can serve as a reasonable 
interpretation for the low heat transfer rate in the high 7 ducts, 
while in the low 7 ducts, the Coriolis force is more uniformly 
distributed along the duct width and this uniformity will not 
generate strong secondary flow. Therefore, one may expect to 
have a large Coriolis force effect on the heat transfer in a duct 
with the aspect ratio near 7=1 and a smaller effect in a duct 
with 7—-0 or 00. This phenomenon can also be observed in 
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heated horizontal rectangular ducts (Cheng and Hwang, 1969) 
and curved channels (Cheng and Akiyama, 1970). 

To extract the information about the critical Reynolds num­
ber from the present data, the salient changes in slope of the 
heat transfer curves are used to deduce the occurrence of the 
laminar-turbulent transition. From the data shown in Fig. 6, 
it is found that the transition in the square duct is very clear 
but is blurred in some of the other ducts, e.g., 7 = 0.2, 0.5, 
and 2.0. In these cases double peaks appear in the heat transfer 
curves; the average of the Reynolds number for two peaks is 
used as a representative value for identification of transition. 
This may be related to the beginning and the end of laminar-
turbulent transitional regime. Figure 7 presents the rotational 
effect on the critical Reynolds number. In general, the rota­
tional effect tends to delay transition in all of the cases and is 
stronger in narrow ducts, e.g., 7 = 0.2 and 5. Qualitatively, 
the present results are reasonable in comparison with the earlier 
empirical formulas for an isothermal flow problem (Ito and 
Nanbu, 1971) and previous work on heat transfer in a square 
duct (Hwang and Soong, 1989). 

In Fig. 8 selected data in the turbulent flow regime are 
compared with the numerical results interpreted from Skia-
daressis and Spalding's computation (1977). Again, both the 
present data and the numerical results tend to merge into the 
limiting values as Re— 00 and this observation confirms the 
argument presented in the previous sections. However, the 
numerical calculation was carried out by using the standard 
k-e model without body force modification and ignoring the 
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duct (7 = 1) 

centrifugal-buoyancy effect; therefore, the numerical results 
overestimate the rotational effects on the heat transfer en­
hancement. 

The numerical calculation for laminar fully developed flow 
and heat transfer in radially rotating isothermal rectangular 
ducts was carried out by Hwang and Jen (1990). Some of the 
present data at Re near 1000 are compared with the numerical 
results. From Fig. 9 it is found that, at a given Reynolds 
number, the measured heat transfer data are slightly higher 
than the fully developed values due to the entrance effect. 
However, this dominance is reversed at large rotational speed 
or in this case, large value of PrReRe,,, with constant Re. It is 
attributed to the large centrifugal-buoyancy effect in the lam­
inar (low Re) flow regime, which is not considered in the 
numerical simulation. For constant Re, the centrifugal-buoy­
ancy effect is proportional to w2 (appears in definition of Ra j . 
The rapid growth of the buoyancy effect flattens the increasing 
trend of the heat transfer rate, and in the cases of weak sec­
ondary flow, e.g., high y ducts, the reverse effect is quite 
remarkable. 

Additionally, the velocity profiles in the cross plane in the 
entrance regions are more uniform than those in the fully 
developed case. Therefore, the larger Coriolis force and there­
fore secondary flow effect on heat transfer can be generated 
in the fully developed case or in a long duct. This gives another 
physical interpretation for the comparison of the measured 
data (L/D — 30) and the numerical results for the fully devel­
oped case (L/D—oo) in the high PrReRe^ region in Fig. 9. 
Although the duct-length effect is not studied in the present 
work, the effect on the heat transfer may be deduced from the 
argument mentioned above. 

It is very difficult to separate the Coriolis and the centrifugal 
buoyancy effects in an experimental condition of the constant 
main flow Reynolds number. In the present study, the square 
duct is chosen as a typical example to explore the centrifugal-
buoyancy effect. Three different wall-to-inlet temperature dif­
ferences Ar=20, 30 and 55°C (i.e., &T/TW~0.063, 0.091, and 
0.156) are used to generate different buoyancy effects while-
retaining the other parameters unchanged. The measurements 
were performed at four Reynolds numbers, Re= 1000, 2100, 
4250, and 8600. From Fig. 10, it is obvious that there is an 
adverse effect of centrifugal-buoyancy on heat transfer, i.e., 
the heat transfer enhancement decreases as the Raj increases. 
The adverse effect of the Ra* tends to diminish as the Reynolds 
number increases. These results agree with those proposed by 
Morris and Ayhan (1979), Clifford et al. (1984), and Haras-
gama and Morris (1988). In a recent work by Guidez (1989), 

it was presented that the mean Nusselt number increases with 
buoyancy parameter. However, Ro is not a control variable 
for the data in Fig. 16 of Guidez's paper. It is believed that 
the growing trend is caused by the Ro effect rather than solely 
by the buoyancy effect. Meanwhile, it is obvious that the data 
in our Fig. 10 also present the same trend if the condition of 
constant Ro is ignored. In a more recent work (Wagner et al., 
1991), the growing trend of the heat transfer enhancement with 
increasing Ap/p (or AT/TW) for constant Ro was also reported. 
The data of Wagner et al. at Re = 25,000 seem to be in direct 
conflict with the buoyancy effects at the relatively low Reynolds 
number Re< 10,000 reported by Morris and Ayhan (1979), 
Clifford et al. (1984), Harasgama and Morris (1988), and the 
present work. One may attribute this phenomenon to an in­
creasing velocity fluctuation in buoyancy opposing flow 
(Swanson and Catton, 1987). This effect is opposite to that in 
laminar and transitional flow regimes. 

Concluding Remarks 
The present experimental investigation provides the heat 

transfer data of radially rotating isothermal rectangular ducts 
of aspect ratio 7 = 5.0, 2.0, 1.0, 0.5, and 0.2. The following 
conclusions can be drawn: 

1 The Coriolis-induced secondary flow can provide a ben­
eficial effect on the heat transfer enhancement, while the cen­
trifugal buoyancy presents an adverse effect. Both of these 
effects will diminish in a strong forced flow field. 

2 In the present study the physical model is very compli­
cated. By performing a parametric analysis, six critical param­
eters are involved. They are the Prandtl number Pr, the cross-
sectional aspect ratio 7, and the duct length / for the geometry, 
the rotational number Ro = Reu/Re for the Coriolis effect, the 
buoyancy parameter Raj = Rau/Re2 for the centrifugal buoy­
ancy effect, and the Reynolds number for the forced flow 
effect. The buoyancy effect diminishes faster than the Coriolis 
effect as Re—00, but the resultant overall rotational effect 
depends on individual value of the parameters in the problem. 

3 The aspect ratio 7 of the duct is a critical parameter in 
the mechanism of the secondary flow formation and strength. 
The significance of 7 can be revealed in the dimensionless 
momentum equations. One may expect to have a larger Coriolis 
effect on heat transfer in a duct with the aspect ratio near 1. 

4 Due to the complicated and interactive nature of the flow 
field and heat transfer, further studies on the local flow struc­
ture and heat transfer mechanism are necessary, especially for 
the high rotational speeds and/or Reynolds numbers. 
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Numerical Simulation of Thermal 
Transport Associated With a 
Continuously Moving Flat Sheet in 
Materials Processing 
The thermal transport that arises due to the continuous motion of a heated plate 
or sheet in manufacturing processes such as hot rolling, extrusion, continuous cast­
ing, and drawing is numerically investigated. The resulting temperature distribution 
in the solid is influenced by the associated flow in the ambient fluid, which is taken 
as stationary far from the moving surface, and is of particular interest in this work. 
A numerical study is carried out, assuming a two-dimensional, steady circumstance 
with laminar flow in the fluid. The full governing equations, including buoyancy 
effects, are solved, employing finite-difference techniques. The effect of various 
governing parameters, such as the Peclet number, Pe, the mixed convection param­
eter, Gr/Re2, and the conductivity parameter, K/Ks, which determine the temper­
ature and flow fields, is studied in detail. Also, the effect of the boundary conditions, 
particularly at the location of the emergence of the plate, on the downstream thermal 
transport is investigated. The penetration of the conductive effects, upstream of the 
point of emergence, is found to be significant. The effect of buoyancy is found to 
be more prominent when the plate is moving vertically upward than when it is 
moving horizontally. The appropriate boundary conditions and their imposition in 
the numerical scheme are discussed for a variety of practical circumstances. 

Introduction 
Thermal transport from a heated moving surface to a quies­

cent ambient medium is of interest in many manufacturing 
processes, such as hot rolling, extrusion, wire drawing, and 
continuous casting; see, for instance, Altan et al. (1979), Tad-
mor and Klein (1970), and Fisher (1976). In most cases, the 
moving material is at a temperature higher than that of the 
ambient medium and energy transfer occurs at the surface of 
the moving material. Generally, the thermal energy is supplied 
in an upstream thermal system, for instance, in a furnace, an 
oven, or an extruder. This is the main source of high temper­
atures in the moving material. Plastic deformation of the ma­
terial and friction between the flowing material and the system 
surfaces also contribute to the heating. In the case of hot 
extrusion, a portion of the heat input may be lost to the die, 
with the rest being dissipated to the ambient medium. 

Consider, for example, the schematic representation of a 
hot rolling process shown in Fig. 1. A heated metallic plate 
passes through multiple rolling stations. At each station, the 
thickness of the plate is reduced. In such a process, the distance 
separating any two consecutive rolling stations is dependent 
upon the allowable temperature drop that the material can 
undergo to remain above the recrystallization temperature. The 
typical longitudinal temperature variation within the sheet is 
also shown schematically in Fig. 1. If the temperature of the 
sheet drops below the recrystallization temperature, the mi-
crostructure of the material changes, resulting in properties 
that may be different from those desired. The required force 
for rolling will also be much larger. Therefore, knowledge of 
the thermal transport is necessary for the design and control 
of the process and of the relevant system. In the case of an 
extrusion process, for example, metal drawing, the extrudate 
is passed through a cooling trough. The length of the cooling 
bath can be calculated as a function of the properties of the 
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material, the conditions of extrusion, i.e., speed, temperature, 
etc., and the temperature of the cooling fluid. With an increase 
in the extrusion speed in recent years, the amount of time spent 
by the material in the cooling fluid has become progressively 
smaller, leading to longer cooling troughs. 

The transport process is time dependent at the onset of the 
process, when the material starts emerging from the die or 
furnace. However, at a longer time, it can generally be treated 
as a steady-state convective circumstance. This is due to the 
fact that, during the initial stages, after the onset of the process, 
the thermal field has not been established and the process is 
transient. At a longer time, the process generally attains a 
steady flow situation, because the end effects, stemming from 
energy losses at the end, do not affect the transport over much 
of the moving surface. For instance, in hot rolling, if the tip 
of the material is sufficiently far from the rollers, then the 
effect of end conduction on the flow and on the heat transfer 
in the region near the rollers in negligible (Jaluria and Singh, 
1983). Therefore, a steady-state situation may be assumed over 
most of the material, once the end is far from the point of 
emergence. 

STATION 1 STATION 2 

ROLLERS 

DISTANCE 
Fig. 1 Schematic of a hot rolling process and the corresponding tem­
perature variation along the centerline of the plate or sheet 
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a) b) 
Fig. 2 Flow geometry near the die showing the plate, the slot, and the 
walls: (a) plate moving vertically upward; (b) plate moving horizontally 

The essential features of the two-dimensional flow induced 
by a long, continuously moving flat plate or sheet are shown 
schematically in Fig. 2, for both vertical and horizontal move­
ment of the material. The plate moves out of the slot in an 
extrusion die or between the rollers, and proceeds at constant 
speed through an otherwise quiescent medium. Due to the 
viscous drag exerted on the ambient fluid near the surface of 
the plate, flow is induced in the fluid. The plate, if warmer 
than the fluid, also loses heat to the fluid. Depending upon 
the temperature difference between the plate and the fluid, a 
significant effect on the flow may arise due to thermal buoy­
ancy. This effect will also depend upon the orientation of the 
plate with respect to gravity; see Jaluria (1980). 

The resulting flow was assumed to be a boundary layer by 
Sakiadis (1961a, 1961b), who obtained a numerical solution 
for the flow field, using a similarity transformation. The ve­
locity boundary layer was found to grow in the direction of 
the motion of the flat plate. Tsou et al. (1967) showed exper­
imentally that such a flow indeed arises and studied its basic 

characteristics. Koldenhof (1963) solved the laminar boundary 
layer equations for flow on continuously moving flat plate and 
cylinders, using integral techniques. Fox et al. (1968) also fol­
lowed an integral approach, but they included suction and 
injection at the surface in their model. Griffin and Thorne 
(1967) observed the growth of the thermal boundary layer over 
a continuously moving, flat belt. They also discussed the effect 
of the presence of walls near the slot on the heat transfer in 
this region. Tsou et al., as well as Griffin and Thorne, assumed 
the surface of the plate to be isothermal and the thickness to 
be small. However, in actual practice, the thickness of the 
moving plate is finite. The temperature distribution in the 
material can be important from the viewpoint of microstruc-
ture within the solid. This, in turn, determines the properties 
of the material of the plate after the thermal process. This 
consideration is particularly relevant to the continuous casting 
process, as discussed by Fisher (1976). In the case of glass fiber 
drawing, the temperature distribution within the fiber deter­
mines the solid-liquid interface and, thereby, the relevant 
properties of the fiber and also the maximum rate at which 
the fiber can be drawn. 

Assuming typical values for the surface convective heat 
transfer coefficient, Jaluria and Singh (1983) obtained the tem­
perature distribution in a moving plate and in a circular rod. 
They also considered transient effects and computed the time 
taken to attain steady-state conditions in the moving material. 
The length required to bring the temperature of the moving 
material to the ambient level was also determined. Such in­
formation is useful in the design of the thermal system. For 
instance, the optimum distance where the take-up spool should 
be located can be calculated. Chida and Katto (1976) have 
computed the flow and temperature fields for a plate of finite 
thickness, employing boundary layer approximations. Ignor­
ing the effects of buoyancy, they obtained the downstream 
temperature variation at high values of Peclet number, Pe. In 
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surface radiation was not 
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surface heat transfer coef­
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thermal conductivity 
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Peclet number = Usd/as 

Prandtl number = v/af 
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velocity component in x 
direction 
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velocity of the plate 
velocity component in y 
direction 
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component in y direction 
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velocity vector = iu +jv 
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distance along the length 
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upstream conductive pen­
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dimensionless coordinate 
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thermal diffusivity = K/ 
PC 
coefficient of thermal ex­
pansion of the fluid 
emissivity of the plate sur 
face 
dimensionless local tem­
perature = (T-t„)/ 
Wo-TJ 
dimensionless local tem­
perature when surface ra­
diation loss was included 
= T/Tx 

kinematic viscosity 
density 
Stefan-Boltzmann con­
stant 
stream function 
dimensionless stream 
function = ^i/Usd 
vorticity 
dimensionless vorticity = 
oid/Us 

gradient operators 
dimensionless gradient op­
erators 

oo = ambient medium 
/ = fluid 
* = solid, i .e., plate material 
c = centerline of the plate 
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these studies, thermal transport within the solid was included. 
However, axial conduction was ignored. Horvay (1961) cal­
culated the temperature distribution in a slab moving from a 
chamber at one temperature to a chamber at another temper­
ature, for a given surface heat transfer coefficient at the surface 
of the plate. Kuiken (1974) considered the cooling of a low-
heat-resistance sheet moving through quiescent ambient fluid 
in which the transverse temperature variation within the sheet 
was neglected. Conditions under which such assumptions can 
be made were identified. There are a few other studies, such 
as those by Glicksman (1968), Bourne and Dixon (1971), and 
Kuiken (1975), which have considered the cooling of glass or 
polymer fibers by convection. Chen and Strobel (1980), Mout-
soglou and Chen (1980), and Khader (1981) have all considered 
the effects of buoyancy in the case of a continuously moving 
flat surface. In some cases, the surface was assumed to be 
isothermal, and in others a uniform heat flux condition was 
applied. In all these cases, the boundary layer approximations 
were employed. More recently, Karwe and Jaluria (1988) have 
considered the effect of thermal buoyancy on the heat transfer 
from a plate of finite thickness to the ambient medium. 

The present work considers the heat transfer from a con­
tinuously moving flat plate including the effects of buoyancy, 
thermal radiation, conduction within the plate, and non-
boundary layer effects near the slot from which the plate 
emerges. The plate is assumed to move at a uniform speed Us 

and to be maintained at a given uniform temperature far up­
stream of the point where it emerges from a slot, representing 
an extrusion die, furnace outlet, etc. Effects of thermal bound­
ary conditions applied in the upstream region, on the down­
stream temperature variation, are investigated. Numerical 
calculations are carried out using a formulation based upon 
the full elliptic equations for laminar flow in the fluid and for 
conduction within the solid. The effects of thermal buoyancy, 
for the vertical and horizontal cases, are included. The effects 
of various dimensionless parameters such as the Peclet number, 
Pe, the ratio of the thermal conductivity of the fluid Kj to that 
of the material Ks, the Grashof number, Gr, and the radiation 
parameter, Rp, are considered. The relevance of the results 
obtained to the design of the systems for extrusion and rolling 
is also outlined in the paper. 

Analysis 
Consider the flow situation shown in Fig. 2, where a con­

tinuously moving plate emerges from the slot of, say, an ex­
trusion die at a constant velocity Us. The temperature of the 
plate is initially assumed to be at a uniform value of T0 at the 
slot, x = 0. The situations where the condition of uniform 
temperature is applied at some upstream distance xb away from 
the origin, i.e., at x= -xb, are discussed later. When the axial 
temperature gradients are large, for instance at small values 
of Peclet number Pe and near the slot (Karwe and Jaluria, 
1988), the axial diffusion within the plate and the fluid must 
be taken into account. Therefore, the full governing equations, 
which are elliptic in nature, must be solved. The situations, in 
which the boundary layer approximations may be employed, 
are discussed in detail by Karwe and Jaluria (1986a, 1986b). 
The full governing equations, for the fluid and for the plate, 
including the transient terms, are: 

For the fluid 

V-t; = 0 

dv Vp -> 
— +vW= -+VfV1v-WiT-Toa) 
dt pf 

dT 

dt 
+ V'VT=ctfV

2T 

(1) 

(2) 

(3) 

Fig. 3 Typical boundary conditions for a continuously moving material 
in a quiescent ambient medium 

For the plate 

dT dT , 
PsCs — + PsCsUs — = KSV

2
ST 

at OX 
(4) 

where the subscripts / and s refer to the fluid and the solid, 
respectively. The various symbols that appear in Eqs. (l)-(4) 
are given in the Nomenclature. 

The boundary conditions on u, v, and T arise from the 
physical considerations and are shown in Fig. 3. These are due 
to the no-slip conditions at the moving surface of the plate 
and at the walls adjacent to the die, zero flow in the ambient 
medium far from the surface, temperature and heat flux con­
tinuity between the fluid and the solid at the surface of the 
plate, and symmetry about the x axis. When buoyancy effects 
are included, the symmetry condition at the axis of the plate 
is applicable only when the plate is moving vertically upward 
or when one surface is insulated, with this surface being taken 
as the x-coordinate axis. For further details on the boundary 
conditions, see Karwe (1987). 

The pressure term in Eq. (2) is eliminated by taking the curl 
of the equation and, thus, transforming it into the vorticity 
transport equation. The stream function ^ and the vorticity u 
are defined as 

d\l/ d\p , dv du 
u = ~ , v= - — , and u = — - — 

ay dx dx dy 
(5) 

Equations (l)-(5) are nondimensionalized by employing the 
following transformations: 

X=x/d, Y=y/d, Ys=ys/d, r = 

V=v/Us, V = t/Usd, Q = oid/US] 

tUs/d, U= u/Us, 

. T-Tx 

Re = Us d/vf, Pe = Us d/as, Gr gPWo 

T0-Ta 

- Tx)d
l 

*f 
, P r = Vf/oif 

(6) 

In the above equations d is the half plate thickness. In the 
earlier work by Karwe and Jaluria (1986,1988), boundary layer 
formulation was employed wherein L, the distance along the 
x axis, was used as the length scale, instead of d. The dimen­
sionless equations thus obtained, in the vorticity-stream func­
tion formulation, for a plate moving vertically upward, become: 

For the fluid 

V * 2 * = - Q 

dO - Gr dd 
-+V'V*Q = — ( V * 0)- - - , 

dr Re^ ; Re2 ay 

dr Re.Pr 
(V*20) 

(7) 

(8) 

(9) 
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For the case of a plate moving horizontally, the thermal buoy­
ancy gives rise to a pressure gradient normal to the plate surface 
(Jaluria, 1980). This pressure gradient is aligned with the plate 
surface in the vertical case. Therefore, in the horizontal case, 
only Eq. (8) is changed, with the applicable equation for the 
upper surface being 

dfi - _ 1 - Gr dd 

- + K . v o = - ( v " a > + 5 ? - (io) 
The energy equation for the plate is 

M 30 1 , i 2 m 

a;+a3Ti*(v;^ (11) 

When radiative loss from the surface is also taken into ac­
count, the temperature may be nondimensionalized by T„. 
Because of the appearance of the 7*4 terms in radiation, the 
nondimensionalization of temperature as done in Eq. (6), is 
inconvenient, as outlined by Jaluria (1982). The dimensionless 
temperature is denoted by 6 = T/T„ when radiative loss is 
included. Therefore, the boundary condition of T= T0 at x = 
0 or at x= -xb yields an additional parameter 60 = T0/Tw, 
which is obviously greater than unity. Assuming the walls at 
the slot and the environment to be black at T^, the boundary 
condition at the surface of the plate may be written as: 

For X>0, at Ys = 1 or at Y = 0 : U = 1, V = 0 and 

36 _KfdB 

dY, K,dY 
-RP(.6-l) (12) 

where Rp is termed the radiation parameter and is defined as 
Rp = eadTla/Ks. Similarly, other more complicated conditions 
for radiative transport may be simulated (Jaluria and Torrance, 
1986). 

The boundary condition of uniform temperature, i.e., 8 = 
1.0 at X — 0, over the entire thickness of the plate, assumes 
that it is possible to maintain the temperature uniform over 
the entire cross section of the plate at the location where the 
plate emerges from the upstream heated region. However, in 
actual circumstances, the cooling effect occurring downstream 
often penetrates upstream of the point of emergence into the 
furnace or the heating zone. To simulate the conditions up­
stream, two cases were considered. These were adiabatic and 
uniform temperature conditions at the plate surface, for X< 0. 
The numerical value of the dimensionless distance Xb, where 
the temperature 80 is specified, was varied. The distance Xb 

was not known a priori and thus was treated as a numerical 
parameter. The value of Xb was varied until the numerical 
results were largely unaffected by a further increase, as dis­
cussed later. 

The boundary conditions, in terms of dimensionless quan­
tities ft and ^ , were obtained by employing the appropriate 
transformation of the physical boundary conditions shown in 
Fig. 3; see Roache (1976). Note that additional boundary con­
ditions downstream, in x, are needed because of the elliptic 
nature of the governing equations. This is achieved by dividing 
the physical domain under consideration in two regions: (I) 
an elliptic region near the slot or the die, and (II) parabolic 
region far downstream. Near the slot, the boundary layer ap­
proximations are not valid and, therefore, the full equations 
are solved in Region I. In the parabolic region, region II, which 
is taken far from the slot, the boundary layer approximations 
are employed. To solve for the elliptic region, boundary con­
ditions are specified at the interface between the two regions 
numerically. This procedure is discussed in greater detail in 
the next section. 

In the horizontal case, the problem is not symmetric about 
the x axis, since the buoyancy forces are directed away from 
the plate, in the flow, on the upper side, and are toward the 
plate on the lower side. We have considered only the upper 
half of the domain and applied the condition of symmetry at 

the centerline of the plate. The conditions under which this 
assumption is applicable are when the bottom surface of the 
plate is insulated, with the x axis being taken as this surface, 
or when the buoyancy forces are relatively small; see Karwe 
and Jaluria (1988). It should also be pointed out that in the 
horizontal case, it will not be possible to employ the boundary 
layer approximations far away from the point of emergence 
if the flow separates from the plate. However, if the plate has 
cooled sufficiently to ignore the effect of thermal buoyancy 
far downstream, boundary layer approximations may be em­
ployed, provided separation of the flow does not occur. This 
requires experimental information on similar flow situations 
(Jaluria, 1980). The discussion on the numerical procedure is 
given in the next section. 

Numerical Solution 
In all the cases considered here, the numerical calculations 

were carried out over one side of the plate. The extent of the 
domain in the y direction was chosen to be at least twice the 
estimated boundary layer thickness evaluated at the maximum 
value of X'vt\ the computational domain. This boundary layer 
thickness was calculated from the similarity solution for a 
uniform surface temperature situation. As mentioned before, 
the computational domain was divided into two regions, elliptic 
and parabolic. In the elliptic region, the transient vorticity 
transport Eq. (8) or (10) was solved along with the energy Eqs. 
(9) and (11) in the conservative form (Roache, 1976), for the 
flow and the plate, respectively, using the Alternate Direction 
Implicit (ADI) scheme of Peaceman and Rachford (1955). A 
second upwind differencing (Roache, 1976) was used for the 
convection terms in the x direction. The accuracy of such a 
scheme is of the order of [A^f2, AY2, AT2] . The Poisson Eq. 
(7) for the stream function was solved using the successive-
over-relaxation (SOR) method (Carnahan et al., 1969). For 
the SOR method, optimum relaxation parameter was found 
to be close to 1.5, which gave the fastest convergence. At each 
time step, after advancing the solution for Eqs. (8), (9), and 
(11) by the ADI scheme, Eq. (7) was solved using the SOR 
method until the dimensionless stream function ^ satisfied the 
following convergence criterion: 

* ' , J * ' , J <10" (13) 

where k stands for the kth iteration step and 10~5 is the chosen 
convergence parameter. 

For the first time step in the elliptic region, the calculations 
are started with the ambient conditions at the interface between 
the two regions. Using the computed values of U, V, and 6 at 
one grid point away from the interface, inside the elliptic re­
gion, the boundary layer equations are then solved in the re­
maining downstream region. The modified Crank-Nicolson 
scheme given by Karwe and Jaluria (1986b) is used to march 
in the downstream direction. Thus, the values of U, V, and 6 
are updated at the interface and are then used as boundary 
conditions for the calculations at the next time step in the 
elliptic region. Thus, the numerical procedure requires switch­
ing from one set of equations to the other set at the interface, 
at each time step. Such an approach has been shown to work 
successfully by Jaluria (1985). 
• The calculations were terminated when 

TJ'!+-l-U" • 

ui 
<10 and max 

an+l 

nn+1 
Si. j 

<10" 

(14) 
where n stands for the «th time step. This was taken as the 
steady-state situation. When the convergence parameter was 
reduced to values smaller than 10~5, the solution essentially 
remained unchanged. The location of the interface between 
the elliptic and the parabolic regions was successively moved 
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Fig. 4 Variation of U with Y at various downstream locations, as ob­
tained from a solution of the full equations, for Pr = 0.7, Pe = 0.05, Re 
= 20.0, Gr = 0.0, K,IKS = 0.000127, R„ = 0 

away from the wall until the final solution was only marginally 
affected by any further change. Similarly other numerical pa­
rameters like convergence criterion, grid size, etc., were varied. 
For further numerical details see Karwe (1987) and Karwe and 
Jaluria (1986b). 

Numerical Results and Discussion 
Numerical solutions to Eqs. (7)-(ll) were obtained for wide 

ranges of governing parameters Pe, Re, Rp, K/Ks, and Gr/ 
Re2, the mixed convection parameter. The results for the solid 
materials such as glass, teflon, and aluminum, and the cooling 
fluids such as air and water, are presented later on. Some of 
the typical numerical results are presented here. Figure 4 shows 
the variation of the dimensionless velocity component U along 
the direction of the material motion with distance Y away from 
the surface at various downstream locations close to the die. 
These results are obtained from the solution of the full equa­
tions and indicate that the elliptic, or nonboundary layer, ef­
fects are important near the slot, as expected. These effects 
are found to decay downstream. Note that U even changes 
sign for Y>2 at smaller values of X, being X=4 in Fig. 4. 
This indicates that there is a small amount of flow toward the 
wall very close to the die. Far from the die, this effect dies 
down and the flow approaches the characteristics of a bound­
ary layer flow over a continuously moving flat plate. This 
reverse flow very close to the die is a consequence of the large 
pressure gradients directed toward the corner, X= 7=0, due 
to the motion of the plate. This results in flow toward the 
corner yielding a weak reverse flow in the region. More details 
on this are given by Karwe (1988). Similar trends have been 
observed in the flow near the leading edge of a vertical plate 
in natural convection; see Jaluria (1980) and Jaluria and Agar-
wal (1986). 

For the cases discussed above, the boundary condition 6 = 
1.0 was imposed at X = 0. As mentioned earlier, the effect 
of thermal diffusion penetrates upstream and, therefore, the 
relevant boundary condition must be applied at X = - Xb, where 
the value of Xb must be increased numerically until the results 
become essentially independent of a further increase. Figure. 
5 shows the centerline temperature variation for the circum­
stance when the plate surface is assumed to be adiabatic in the 
region - Xb<X<0. The values of the parameters in Fig. 5 
were chosen arbitrarily just to demonstrate the effect of Xb. 
The value of 0O is specified at a uniform value of 6 = 2.0 at 
X = -Xb, for 0 s Ys< 1. The final solution is dependent upon 
d0. Figure 5 shows the temperature distributions for different 
values of X0. One can see that the value of Xb has a significant 
effect on the temperature distribution. The trends seen in Fig. 
5 indicate that as the value of A^ is increased, the temperature 

/" 
T - T , 

wothtnnal 
*«ll lm 

»J 
U. 

Fig. 5 Centerline temperature variation tor the oases when the tem­
perature d„ is specified at different locations X= - X „ upstream. The 
plate surface is assumed to be adiabatic in the region - Xb<Xs0. Here, 
Pr = 0.7, Pe = 0.05, Re = 20.0, Gr = 0.0, K,IKS = 0.000127, R. = 1.0 
x 10-", 0 = 2.0. 
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Fig. 6 Effect of the adiabatic and isothermal surface boundary con­
ditions in the region - XbsX<0, on the downstream axial temperature 
variation: (a)» = 9„ at Ys = 1, - X„<X==0; (b) d61dYs = 0 at Ys = 1, -
XbzXs0; the parametric values arer Pr = 0.7, Pe = 0.25, Re = 20.0, Gr 

0.0, K,IKS = 0.000127, fi. = 1.0 x 10"', 9, 2.0 

distribution approaches a definite variation for a given set of 
parameters. This variation, therefore, applies for Xb~<x and 
is representative of the situation where the material emerges 
from a long heated zone or extruder. When radiation loss is 
neglected, the condition B0 = 1.0 is applied at X= -Xb and, 
again, Xb is increased until the results become largely inde­
pendent of the value of Xb. It was found that Xb> 10 was 
generally adequate to simulate conditions upstream. Several 
such results were obtained. However, only a few typical results 
are shown here for conciseness. Also, it is important to consider 
finite values of Xb for practical situations, as shown in Fig. 5 
and discussed below. 

To illustrate the effect of different boundary conditions at 
the plate surface in the upstream region - Xb<X<0, nu­
merical results are presented in Fig. 6 for the adiabatic and 
isothermal boundary conditions discussed earlier. It is seen 
that, for the isothermal boundary condition, the centerline 
temperature of the plate is higher everywhere than that for the 
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Fig. 7 Computed streamlines and isotherms for a teflon plate moving 
in air at Pe = 150.0, Pr = 0.7, K,IKS = 0.13, Gr = 1000.0, Re = 0.9, /?_ 
= 0 

corresponding adiabatic condition, implying that the back con­
duction effects are smaller in the isothermal case. In the adi­
abatic case, no heat is supplied or lost at the top and bottom 
surfaces in the upstream region. In the isothermal case, the 
temperature is maintained at a fixed value of T0 at X = 0 and 
on the plate surface in the upstream region. To achieve this, 
more heat must be supplied to maintain the fixed temperature, 
as compared to the adiabatic case. This results in higher down­
stream temperature levels in the isothermal case. The results 
shown in Figs. 5 and 6 are important from the point of view 
of design of an actual system. In many practical circumstances 
involving a furnace or an oven, the isothermal boundary con­
dition is more appropriate. However, a longer length is re­
quired in this case, to bring the temperature level to a desired 
value. We have discussed only two of the typical boundary 
conditions that arise, depending upon the process under con­
sideration. In some cases, for instance, in a process involving 
radiative or electrical heating, a uniform heat flux condition 
at the plate surface may be applied upstream of the slot. The 
type of boundary condition will influence the calculated length 
of the cooling trough, distance between the die and the take-
up spool, etc. In the following results, the adiabatic boundary 
condition was used in the upstream region. 

Typical computed streamlines and isotherms are shown in 
Fig. 7 for a heated teflon plate being cooled in air. The stream­
lines show that the ambient fluid flows toward the corner at 
X = 0. For X>0, the fluid flows toward the plate surface, 
and then along the surface. The boundary layer thickness is 
seen to grow alortg the direction of motion. However, the 
isotherms indicate a significant axial temperature variation, 
especially within the solid plate. The presence of a high con­
centration of isotherms within the plate shows strong cooling 
effects. This is because for air and teflon, a higher value of 
the ratio K/Ks is obtained than that for air and steel, for 
example. Figure 8 shows the computed streamlines and iso­
therms for the cases of (a) aluminum plate moving in water 
and {b) glass plate moving in water, for a given plate velocity 
Us, inlet temperature T0, and ambient temperature T*,. It can 
be seen from Fig. 8 that the conductivity parameter K/Ks 
strongly influences the thermal field, especially in the solid. 
The effect of downstream cooling on the temperature field 
upstream is seen to be significant in the case of aluminum. 
Strong temperature gradients are seen to occur in the solid, 
near the slot. Also, the temperature variation across the plate, 
i.e., along the y direction, is more uniform in the case of 
aluminum as compared to that in glass, whereas the isotherms 
indicate that the variation of temperature across the solid-
liquid interface is less steep for the case of glass as compared 
to that of aluminum. 

These results indicate that the temperature levels within the 
solid vary significantly, depending upon the properties of the 
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Fig. 8 Computed streamlines and isotherms for two different plate 
materials: (a) aluminum and water case at Pr = 7.0, Pe = 0.16, Gr = 
1000, Re = 13.6, K,IKS = 0.0029, Rp = 0; (b) glass and water case at 
Pr = 7.0, Pe = 31.1, Gr = 1000, Re = 13.6, K,IK, = 0.62, Rp = 0 

solid and the fluid. For example, for the case of water and 
aluminum strong temperature gradients exist near the surface 
of the plate and near the slot. This sharp cooling downstream 
may result in strong property variations over the plate. Surface 
hardening may occur at high rates of cooling, although it may 
not always be desirable. Also, the strong temperature gradients 
may give rise to large residual thermal stresses within the cooled 
material, leading to reduction in material ductility and ma-
chinability. 

The parameter that determines the importance of thermal 
buoyancy is Gr/Re2, as seen from the dimensionless governing 
equations. In addition, the orientation of the plate with respect 
to gravity determines whether buoyancy aids or opposes the 
flow induced by the plate motion. Results are presented here 
for two important cases. These are: (1) plate moving vertically 
upward, and (2) plate moving horizontally. In the first case, 
buoyancy forces aid the induced flow for heated surfaces and 
oppose it for cooled surfaces. In the second case, buoyancy 
forces are normal to the plate motion and generate pressure 
differences along the.y direction; see Jaluria (1980). Thus, the 
flow is affected indirectly by the buoyancy through the pressure 
effects. Therefore, the resulting effect is expected to be smaller 
than that for the vertical, aiding circumstance. In Fig. 9, the 
numerical results for the two cases are compared in terms of 
the axial and transverse temperature distributions, and of the 
axial component of velocity U. As seen in Fig. %a, c), the 
temperature level in the vertical case is lower than that in the 
horizontal one. Figure 9(b) shows that the U velocity com­
ponent in the fluid is higher for a plate moving vertically 
upward. Higher values of velocity in the flow indicate a higher 
rate of heat removal from the plate and, thus, lower temper­
ature levels. This is, of course, the aiding circumstance. Buoy­
ancy effects decrease the heat transfer rate for opposing natural 
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Fig. 9 Comparison between the results for a plate moving vertically 
upward and those lor a plate moving horizontally; Pe = 0.25, Re = 25.0, 
Gr/Rea = 8.0, Pr = 7.0, K,IKS = 0.0127, R„ = 0.0 

and forced flow situations, for instance, for a heated plate 
moving vertically downward (Merkin, 1969). Separation may 
also arise in this case, as observed qualitatively by Karwe (1987). 
However, the numerical analysis is much more complicated 
and was not carried out here for this circumstance. Some of 
these opposing mixed convection flow situations have been 
studied experimentally by Karwe (1987). 

Figure 10 shows the axial temperature variation at two dif­
ferent values of the Peclet number Pe, for the horizontal case. 
As expected, at smaller values of Pe, conduction effects pen­
etrate to a large upstream distance. Again, as mentioned ear­
lier, temperature symmetry is assumed at the axis of the plate. 
This is done to restrict the computation to the upper region 
only. This assumption is valid when the buoyancy effects are 
small and also when the lower surface is insulated. Otherwise, 
the two regions on either side of the plate are coupled and 
must be considered together. The results for the horizontal 
case are important because in many of manufacturing proc­
esses, mentioned earlier, the material moves horizontally, gen­
erally for ease of handling. In a few circumstances, such as 
gravity casting, the material moves vertically downward. In 
continuous casting and in hot rolling, the heated solid material , 
moves on a conveyor belt, which often provides an essentially 
insulated surface. 

Figure 11 shows the variation of the local Nusselt number 
Nu* with the downstream distance X. The Nusselt number Nux 
is defined as 

Nux = 
h'X 

Kf~~ 

~dY, •X 

30.0 

Fig. 10 Axial temperature variation for a plate moving horizontally at 
two different values of the Peclet number, Pe = 0.05 and 0.25, for Re 
= 25.0, Pr = 7.0, Gr/Re2 = 8.0, K,IKS = 0.0127, R„ = 0.0 

O : Pe = 0.05, Re = 4.35, Gr/Re2 = 264.0 

® : Pe = 0.5, Re = 43.5, Gr/Re2 = 2.64 
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Fig. 11 Variation of the local Nusselt number Nu, for the surface of a 
5-mm-thick aluminum plate moving vertically upward in water at different 
values of the plate velocity l/s: o U, = 1.5 mm/s; a Us = 15.0 mm/s 

where h is the local heat transfer coefficient calculated at the 
surface of the plate and is given by h= -KjdT/dy\y=0/ 
(Ty=0-Tm). In Fig. 11, the curve represented by solid circles 
corresponds to a 5-mm-thick aluminum sheet moving at 15 
mm/s in water and the curve shown by hollow circles corre­
sponds to the case when the velocity of the sheet is about 1.5 
mm/s. All other physical conditions are the same for both 
curves. As shown in Fig. 11, the value of the local Nusselt 
number, Nu*, is smaller everywhere at the lower velocity. The 
value of Nux, as defined by Eq. (15), goes through a maximum 
for the case when the plate velocity was 1.5 mm/s. For the 
case when the plate velocity was 15 mm/s, this maximum 
occurred farther downstream. However, caution is needed in 
the interpretation of these results because eventually the plate 
will lose all its energy to the ambient medium and the tem­
perature of the plate should approach the ambient temperature. 
As a result, (Ts— T^)—0 far downstream, and the surface heat 
transfer rate approaches zero. For the values of Nux shown in 
Fig. 11, the definition given by Eq. (15) was applied for values 
of dimensionless surface temperature 0>O.O5. At higher ve­
locity, the induced flow in the fluid increases, which in turn 
results in an increase in the rate of heat removal. However, 
this increase in heat transfer rate is smaller than the corre­
sponding increase in the convection due to the motion of the 
plate. Also, at higher velocity, less time is available for cooling 
up to a given distance. At lower velocity, the induced flow 
velocities decrease and natural convection effects dominate. 
The final temperature levels within the plate are lower because 
less energy is brought in by the plate motion. This indicates 
that in a given process, if the velocity of rolling or extrusion 
is increased, longer lengths would be required to cool the plate 
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to a certain level. Numerical results presented here have been 
compared, in some instances, with experimental results; see 
Karwe (1987) and Karwe and Jaluria (1991). These results have 
been found to be in fairly good agreement with the experi­
mental results. However, further experimental work is needed 
on different flow configurations and materials. Some relevant 
investigations have recently been carried out by Kang (1990). 

Conclusions 
A detailed analytical and numerical study of the heat transfer 

and fluid flow arising from a continuously moving plate, rel­
evant to several manufacturing processes such as hot rolling 
and extrusion, has been carried out. Numerical solutions for 
the flow and temperature fields, particularly in the vicinity of 
the die or a furnace from which the plate emerges, have been 
obtained. The temperature within the material is mainly gov­
erned by the thermal conductivity parameter Kj/Ks and the 
Peclet number Pe. At high values oiK/Ks, strong temperature 
gradients within the plate are seen to occur. The cooling effects 
downstream of the die penetrate into the upstream region inside 
the die or furnace. The effects of various boundary conditions 
on the temperature in the upstream region are also considered. 
The effect of thermal buoyancy in the downstream thermal 
transport is found to be more significant when a heated plate 
is moving vertically upward than when it is moving horizon­
tally, as expected. Larger values of the local Nusselt number 
Nu* are observed at a higher velocity of the plate. 

The results are valuable in the evaluation of various effects 
such as buoyancy, radiation, plate speed, temperature level, 
etc., on the overall thermal transport process. They are useful 
in determining the length of the system needed to cool the 
plate to a desired temperature level. For example, if the max­
imum allowable temperature of the material for it to be handled 
or further processed is known, then the minimum distance 
needed to cool the material to the desired temperature can be 
obtained from the computed axial temperature decay, for a 
given system. Also, if a limitation on the total distance is given, 
the results can be employed to determine whether additional 
cooling arrangements are needed or if the choice of the coolant, 
say water, is satisfactory to achieve a desired temperature level. 
In addition, the variation in material characteristics arising due 
to temperature gradients within the plate can be controlled, as 
well as estimated. Several such questions arise in the design of 
practical systems related to rolling and extrusion processes for 
which the results presented here are of interest and importance. 

The results presented here are valid as long as the flow is 
laminar and does not separate from the plate surface, and the 
temperature levels are below the boiling point of the cooling 
medium. In the presence of strong buoyancy in the horizontal 
case, the flow may separate from the plate. Also, in the analysis 
presented here, the width of the plate was assumed to be in­
finite. In practical situations, due to the finite width of the 
plate, the edge effects may become important, especially in 
the horizontal case. Also, if the plate motion is vertically down­
ward, in which case the buoyancy-induced flow is in the op­
posite direction of the plate motion, the flow may separate or 
become turbulent. These aspects have not been considered here 
and are presently being studied. 

Acknowledgments 
The authors acknowledge the financial support provided by 

the National Science Foundation, under Grant No. CBT-88-
03049, for this work. 

References 
Altan, T., Oh, S., and Gegel, H., 1979, Metal Forming Fundamentals and 

Applications, American Society of Metals, Metals Park, OH. 

Bourne, D. E., and Dixon, H., 1971, "The Cooling of Fibers in the Forming 
Process," Int. J. Heat Mass Transfer, Vol. 24, pp. 1323-1332. 

Carnahan, B., Luther, H. A., and Wilkes, J. O., 1969, Applied Numerical 
Methods, Wiley, New York. 

Chen, T. S., and Strobel, F. A., 1980, "Buoyancy Effects in Boundary 
Layer Flow Adjacent to a Continuous Moving Horizontal Flat Plate,' ' ASME 
JOURNAL OF HEAT TRANSFER, Vol. 102, pp. 170-172. 

Chida, K., and Katto, Y., 1976, "Conjugate Heat Transfer of Continuously 
Moving Surfaces," Int. J. Heat Mass Transfer, Vol. 19, pp. 461-470. 

Fisher, E. G., 1976, Extrusion of Plastics, Wiley, New York. 
Fox, V. G., Erickson, L. E., and Fan, L. T., 1968, "Methods for Solving 

Boundary Layer Equations for Moving Continuous Flat Surfaces With Suction 
and Injection," AIChE Journal, Vol. 14, pp. 726-736. 

Glicksman, L. R., 1968, "Cooling of Glass Fibers," Glass Technology, Vol. 
9, No. 5, pp. 131-138. 

Griffin, J. F., and Thorne, J. L., 1967, "On Thermal Boundary Layer Growth 
on Continuous Moving Belts," AIChE Journal, Vol. 13, No. 6, pp. 1210-1211. 

Horvay, G., 1961, "Temperature Distribution in a Slab Moving From a 
Chamber at One Temperature to a Chamber at Another Temperature," ASME 
JOURNAL OP HEAT TRANSFER, Vol. 83, pp. 391-402. 

Jaluria, Y., 1980, Natural Convection Heat and Mass Transfer, Pergamon 
Press, New York. 

Jaluria, Y., 1982, "Mixed Convection in a Wall Plume," Computers and 
Fluids, Vol. 10, pp. 95-104. 

Jaluria, Y., and Singh, A. P. , 1983, "Temperature Distribution in a Moving 
Material Subjected to Surface Energy Transfer," Comp. Meth. Appl. Mech. 
Eng., Vol. 41, pp. 145-157. 

Jaluria, Y., 1985, "Interaction of Natural Convection Wakes Arising From 
Thermal Sources on a Vertical Surface," ASME JOURNAL OF HEAT TRANSFER, 
Vol. 107, pp. 883-892. 

Jaluria, Y., and Agarwal, R., 1986, "Computational Study of Nonboundary 
Layer External Natural Convection Flows," Proceedings of the International 
Conference on Computational Mechanics, May 26-29, Springer-Verlag, Tokyo. 

Jaluria, Y., and Torrance, K. E., 1986, Computational Heat Transfer, Hem­
isphere, New York. 

Kang, B. H., 1990, "Conjugate Heat Transfer From a Continuously Moving 
Material and From an Isolated Heat Source," Ph.D. thesis, Department of 
Mechanical and Aerospace Engineering, Rutgers University, New Brunswick, 
NJ. 

Karwe, M. V., and Jaluria, Y., 1986a, "Thermal Transport From Heated 
Moving Surfaces," ASME JOURNAL OF HEAT TRANSFER, Vol. 108, No. 4, pp. 
728-733. 

Karwe, M. V., and Jaluria, Y., 1986b, "Numerical Simulation of the Con­
jugate Heat Transfer Process From a Heated Moving Surface," Proceedings of 
the International Conference on Computational Mechanics, May 26-29, Sprin­
ger-Verlag, Tokyo. 

Karwe, M. V., 1987, "Thermal Transport Between a Continuously Moving 
Heated Plate and a Quiescent Ambient Medium," Ph.D. thesis, Department of 
Mechanical and Aerospace Engineering, Rutgers University, New Brunswick, 
NJ. 

Karwe, M. V., and Jaluria, Y., 1988, "Fluid Flow and Mixed Convection 
Transport From a Plate In Rolling and Extrusion Processes," ASME JOURNAL 
OF HEAT TRANSFER, Vol. 110, No. 3, pp. 655-661. 

Karwe, M. V., and Jaluria, Y., 1991, "Experimental Investigation of Thermal 
Transport From a Heated Moving Plate," Int. J. Heat Mass Transfer, to appear. 

Khader, M. S., 1981, "Transient Laminar Mixed Convection From a Moving 
Vertical Plate," ASME Paper No. 81-HT-40. 

Koldenhof, E. A., 1963, "Laminar Boundary Layer on a Continuous Flat 
and Cylindrical Surfaces," AIChE Journal, Vol. 9, No. 3, pp. 411-418. 

Kuiken, H. K., 1974, "The Cooling of Low-Heat-Resistant Sheet Moving 
Through a Fluid," Proc. R. Soc. London, A, Vol. 341, pp. 233-252. 

Kuiken, H. K., 1975, "The Cooling of Low-Heat-Resistance Cylinder Moving 
Through a Fluid," Proc. R. Soc. London, A, Vol. 346, pp. 23-35. 

Merkin, J. H., 1969, "The Effect of Buoyancy Forces on the Boundary-Layer 
Flow Over a Semi-infinite Vertical Flat Plate in a Uniform Free Stream," J. 
Fluid Mech., Vol. 35, Part 3, pp. 439-450. 

Moutsoglou, A., and Chen, T. S., 1980, "Buoyancy Effects in Boundary 
Layers on Inclined, Continuous, Moving Sheets," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 102, pp. 371-372. 

Peaceman, D. W., and Rachford, H. H., Jr., 1955, "The Numerical Solution 
of Parabolic and Elliptic Partial Differential Equations,' ' J. Soc. Indust. Applied 
Mathematics, No. 3, Vol. 1, pp. 28-41. 

Roache, P. J., 1976, Computational Fluid Dynamics, Hermosa Publishers, 
New Mexico. 

Sakiadis, B. C , 1961a, "Boundary Layer Behavior on Continuous Solid 
Surfaces: I. Boundary Layer Equations for Two-Dimensional and Axisymmetric 
Flow," AIChE Journal, Vol. 7, No. 1, pp. 26-28. 

Sakiadis, B. C , 1961b, "Boundary Layer Behavior on Continuous Solid 
Surfaces: II. The Boundary Layer on Continuous Flat Surface," AIChE Journal, 
Vol. 7, No. 2, pp. 221-225. 

Tadmor, Z., and Klein, I., 1970, Engineering Principles of Plasticating Ex­
trusion, Polymer Science and Engineering Series, Van Nostrand Reinhold Com­
pany, New York. 

Tsou, F. K., Sparrow, E. M., and Goldstein, R. J., 1967, "Flow and Heat 
Transfer in the Boundary Layer on a Continuous Moving Surface," Int. J. Heat 
Mass Tranfer, Vol. 10, pp. 219-235. 

Journal of Heat Transfer AUGUST 1991, Vol. 113/619 

Downloaded 15 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



D. Naylor 

,1. iVI. Floryan 

J. D. Tarasuk 

The Department of Mechanical Engineering, 
The University of Western Ontario, 
London, Ontario, Canada N6A 5B9 

A Numerical Study of Developing 
Free Convection Between 
Isothermal Vertical Plates 
Steady two-dimensional laminar free convection between isothermal vertical plates 
including entrance flow effects has been numerically investigated. The full elliptic 
forms of the Navier-Stokes and energy equations are solved using novel inlet flow 
boundary conditions. Results are presented for Prandtl number Pr = 0.7, Grashof 
number range 50 < Grb < 5xl(f, and channel aspect ratios of L/b = 10, 17, 24. 
New phenomena, such as inlet flow separation, have been observed. The results cast 
doubt on the validity of previous elliptic solutions. Comparisons with the approx­
imate boundary-layer results show that a full elliptic solution is necessary to get 
accurate local quantities near the channel entrance. 

Introduction 
Natural convection in a vertical channel has been studied 

extensively by many authors. Elenbaas (1942) conducted the 
first comprehensive experimental study, which has served as 
a benchmark for most subsequent work. Due to modern ap­
plications to the cooling of printed circuit boards, there has 
been a resurgence of interest in studies of vertical channels. 

Bodia and Osterle (1962) obtained the first numerical so­
lution of developing natural convective flow in an isothermal 
channel using boundary-layer approximations. The boundary-
layer form of the governing equations is parabolic and requires 
the assumption of channel inlet conditions. Bodia and Osterle 
(1962) assumed a uniform velocity profile, a uniform temper­
ature profile, and ambient pressure at the channel inlet; overall 
heat transfer results were in good agreement with the experi­
mental data of Elenbaas (1942). Since this original study, their 
basic methodology has been widely used to solve free convec­
tive channel flows for various boundary conditions (Aung et 
al., 1972; Miyatake and Fujii, 1972; Dalbert et al., 1981; 
Oosthuizen, 1984). The most significant and widely adopted 
improvement to this method has been to approximate the pres­
sure drop due to the fluid acceleration at the channel inlet 
(Aihara, 1973). Although the overall heat transfer from these 
parabolic solutions generally agrees with experimental data, 
the accuracy of the local temperature, velocity, and pressure 
information has not been shown. 

Very few numerical solutions to free convection in the ver­
tical channel have been carried out without using the boundary-
layer approximations. Kettleborough (1972) and Nakamura et 
al. (1982) have presented data from finite difference solutions 
to the full elliptic problem. However, these results are limited 
to two values of Grashof number and are in poor agreement 
in many aspects. 

This paper presents the results of a solution to the full elliptic 
Navier-Stokes and energy equations over a moderately wide 
range of parameters. A new method for handling inflow 
boundary conditions is presented that more realistically rep­
resents the entrance flow characteristics. Comparisons of the 
full elliptic and approximate boundary-layer results for the 
isothermal channel show the applicability and limitations of' 
boundary-layer-type solutions. Calculations for air (Pr = 0.7) 
were carried out using the finite element code FIDAP (Fluid 
Dynamics International, 1989). 

Problem Formulation 
The geometry analyzed is shown in Fig. 1. Heat is transferred 

by natural convection from two isothermal vertical plates of 
length L with spacing 2b. The flow in the channel is assumed 
to be steady, laminar, incompressible, and two dimensional. 
With these assumptions, and assuming all thermophysical 
properties to be constant, except density in the buoyancy term 
of thej'-momentum equation (Boussinesq approximation), the 
governing equations are: 

du/dx+dv/dy = 0 (1) 

p(udu/dx + vdu/dy) = - dp/dx+n (d^/dx2 + d2u/dy2) (2) 
p(udv/dx+ vdv/dy) = 

-dp/dy + pg@(T- T0) +n(d2v/dx2 + d2v/dy2) (3) 
pcp(udT/dx+ vdT/dy) = k(d2T/dx2 + d2T/dy2) (4) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 22, 
1990; revision received December 14, 1990. Keywords'. Natural Convection, 
Numerical Methods. Fig. 1 Heat transfer model and coordinate system 
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The pressure (p) in the momentum equations is defined as the 
local channel-to-ambient pressure difference. 

Methods of Solution 
Equations (l)-(4) have been solved without further approx­

imation. This will be referred to as the elliptic solution. Equa­
tions (l)-(4) have also been solved neglecting the second 
derivatives in the stream wise direction (d2/dy2); this is the 
standard boundary-layer approximation. The boundary-layer 
solution for the isothermal-vertical channel has been repro­
duced in this study so that detailed comparisons could be made 
with the full elliptic solution. An explicit forward marching 
finite difference procedure, as described by Aung et al. (1972), 
was used to solve the parabolic form of the equations and need 
not be described here. The solution to the approximate equa­
tions will be referred to as the parabolic solution. 

The boundary conditions, nondimensionalization, and 
method of solution for the elliptic equations are described 
below. 

Elliptic Solution 
The computational domain for the elliptic solution is shown 

in Fig. 1. Because of symmetry about the channel centerline, 
only half of the flow field was solved. In dimensional form, 
the centerline, wall, and channel exit boundary conditions are: 

dT/dx=dv/dx=u = 0, for -r,<y<L, x = 0(DE) (5) 

T=Tm u = v = 0,forO<y<L, x=b(AB) (6) 

dT/dy = u = v = 0 for b<x</-,-, y = 0 (BC) (7) 

dT/dy = du/dy = dv/dy = 0, for 0<x<b, y = L (EA) (8) 

Boundary conditions corresponding to fully developed flow 
were used at the upper boundary (EA). Although this condition 
could affect the flow in the channel, it was the best assumption 
available short of extending the domain to consider the plume 
region outside the channel. The suitability of the exit boundary 
conditions will be discussed further when the results are pre­
sented. 

In the present study, the channel inlet flow boundary con­
ditions (CD) are nontrivial and have been given special con­
sideration. The approach described here is entirely different 
from that used in previous elliptic solutions. Kettleborough 

Fig. 2 Jeffrey-Hamel flow geometry applicable to the present study 

(1972) and Nakamura et al. (1982) used boundary conditions 
that physically correspond to fully developed flow entering a 
channel with a large sudden expansion. Kageyama and Izumi 
(1979) used a similar approach to solve free convection between 
nonparallel plates. 

Ramanathan et al. (1988) attempted to solve the inlet and 
outlet boundary condition problem (for constant heat flux 
plates) by enclosing the channel in a very large isothermal 
enclosure. This approach was only partially successful. Despite 
very large computational domains, enclosure effects were not 
entirely eliminated and corrections had to be applied for the 
preheating of the air entering the channel. The inlet boundary 
conditions used in the present case are based on Jeffrey-Hamel 
flow as shown in Fig. 2. Jeffrey-Hamel flow is a similarity 
solution of isothermal flow caused by the presence of a source 
or sink at the point of intersection of two walls. Solution details 
are given by Batchelor (1967). In the present study, converging 
flow caused by a sink and a wall half angle of 90 deg is of 
specific interest. The flow is purely radial and in cylindrical 
coordinates (r, 6) has the following form: 

vr=F(6)/r (9) 

ve = 0 (10) 

where vr and ve denote the radial and tangential velocity com­
ponents. 

The radial stress component for Jeffrey-Hamel flow is: 

orr=-p + 2ndvr/dr=-p-2iiF(d)/r2 (11) 

At large /•(/•-» oo), far from the sink, the pressure approaches 
the ambient pressure (p = 0), vr approaches zero, and the 
radial stress goes to zero. Hence, tangential velocity, radial 

N o m e n c l a t u r e . 

b = 
c„ = 

F(6) 

g 
Gr 

h 

A , = 

H = 

k 
L 

Nu, 
Numl 

Num2 

half channel width 
constant pressure specific 
heat 
angular dependence of Jef­
frey-Hamel flow 
gravitational acceleration 
Grashof number = gf}(Tw 

- Torf/v2 

average heat transfer coeffi­
cient = (H/L)/(TW - T0) 
local heat transfer coeffi­
cient = (kdT/dx\x=0)/ 
(Tw - TB) 
rate of heat transfer from 
the half channel 
thermal conductivity 
channel length 
local Nusselt number 
average Nusselt number de­
fined by equation (26) 
average Nusselt number de­
fined by equation (27) 

P,P = 

Pr = 
Q = 

r,R = 

n,R, = 

Ra* = 

T,T* = 

Th* = 

T0 

Tw 

, U 

ure 

pressure and dimensionless 
pressure 
Prandtl number 
dimensionless half channel 
flow rate 
radius and dimensionless ra­
dius 
dimensional and dimension­
less inlet domain radius 
Rayleigh number (modified) 
= GrPrb/L 
temperature and dimension­
less temperature 
dimensionless bulk tempera­
ture at channel exit (Y = 
L/b) 
ambient temperature 
channel wall temperature 
x velocity component and 
dimensionless x velocity 
component 
reference velocity scale 

v, V = y velocity component and 
dimensionless y velocity 
component 

ur, vg = radial and tangential com­
ponent of velocity 

Vr, Ve = dimensionless radial and 
tangential velocity compo­
nents 

x, y = Cartesian coordinates 
X, Y = dimensionless Cartesian co­

ordinates 
a = thermal diffusivity 
/3 = volumetric expansion coeffi­

cient 
6 = cylindrical coordinate 
ix = dynamic viscosity 
v = kinematic viscosity 
p = density 

a„ = radial stress component 
\j/ = dimensionless stream func­

tion 
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stress, and temperature inlet boundary conditions can be spec­
ified as: 

ve = arr = 0, T= T0 as r~ oo (12) 

On this physical basis, the above boundary conditions were 
imposed on a finite semicircular boundary (CD). For a suf­
ficiently large inlet domain radius (/•,-), the flow at the boundary 
(CD) will approach Jeffrey-Hamel flow. That is, with increas­
ing radius (/•,•), the channel will induce flow at the boundary 
that asymptotically approaches that produced by a point sink. 

Now for the elliptic solution we introduce the following 
dimensionless quantities: 

U=u/Uref, V=v/UKf (13) 

X=x/b, Y=y/b, R = r/b (14) 

T*=(T-T0)/(T„-T0), P=(pb)/(nUred (15) 

where Uni = (aPr(Gr)1/2)/2>, and Gr = {g&(Tw - T0)b
3)/v2. 

Using the above quantities, the governing equations become: 

(16) 

(17) 

(18) 

(19) 

8U/dX+dV/dY=0 

Gru\UdU/dX+ VdU/dY) = - dP/dX 
+ (d2U/dX2 + d2U/dY2) 

GvU2(UdV/dX+ VdV/dY) = -dP/dY 
+ Grl/2T*+{d2V/dX2 + d2V/dY2) 

Pr Grw\UdT*/dX+ VdT*/dY) 
= (diT*/dX2 + d2T*/dY2) 

The dimensionless boundary conditions are: 

dT*/dX=dV/dX= t / = 0 , for - / ? ; < Y<L/b, X=0 (DE) 

(20) 

T* = l, U=V=0,forO<Y<L/b, X= 1 (AB) (21) 

dT*/dY= U= V=0, for 1 <X<Rh Y=0 (BC) (22) 

dT*/3Y=dU/dY=dV/dY=0, for 0<A-<1, Y=L/b (EA) 

(23) 
and 
Ve = 0, -P + 2dVr/dR = 0, T*=0, 

on the semicircular boundary (CD) (24) 

where Vr= vr/UteS, Ve = ve/UKt. The inlet boundary condi­
tions (CD) are not valid for low Rayleigh number. At low 
Rayleigh number the fluid moves with very low velocity and 
becomes heated by conduction far upstream from the channel 
inlet. The buoyancy force affects the flow at the boundary and 
the conditions for the existence of Jeffrey-Hamel flow are no 
longer satisfied. From examination of stream function and 
isotherm contours in the inlet region, a conservative lower limit 
for which these boundary conditions are acceptable was found 
to be Gr » 50 (Ra* « 1.458) for L/b = 24 and Pr = 0.7 
(see Fig. 6). 

The local and average Nusselt numbers, Nu,, and Numi, are 
defined by: 

xr hyb dT* (25) 

Nu, ml 
_hb_b fz 

~ k ~L 1 

dT* 

dX 
dY (26) 

x=i 

The average Nusselt number (Num2) was also computed using 
a heat balance as: 

Nu, ml- Gr l /2Pr 

Gr1/zPr 

VT*dX 
o Y=L/b 

r VT*dX 
P1 dT^ 

Jn BY 
dX 

Fig. 3 Finite element mesh in the channel entrance region, Lib 
H, = 5 

24, 

Table 1 Partial results from grid tests (for Gr = 104, Ra* = 
291.7, L/b = 24) 

Number 
of nodes 

8465 
9249 

10,033 
14,369 

Inlet domain 
radius, Rt 

3 
4 
5 
5 

Average 
Nusselt numbers 

Numl 

2.346 
2.346 
2.345 
2.357 

Num2 

2.4055 
2.4046 
2.4040 
2.4046 

Flow 
rate, Q 

2.084 
2.076 
2.073 
2.073 

Special care was taken when computing the last two integrals 
of Num2- These integrals were actually computed along a sur­
face slightly outside the channel entrance, in order to avoid 
the singularity at the inlet corner. These two integrals are largest 
at low Ra*. For the lowest Rayleigh number considered (Ra* 
= 1.458), it was found that the heat conducted out of the 
channel entrance was equal to the heat convected back into 
the channel. Hence, Num2 was computed by: 

Num2 = Gr I /2Pr " I 
L J0 

VT*dX (28) 
Y=L/b 

The dimensionless half channel flow rate was calculated by: 

G= \ VdX (29) 
_ J° J Y=L/b 

The dimensionless bulk temperature at the channel exit was 
calculated by: 

Tt = [ WdX VdX (30) 

(27) 

Figure 3 is a close-up view of the finite element mesh in the 
channel entrance region (for L/b = 24, i?,- = 5). Nine-node 
quadrilateral elements were used. Local interpolation functions 
for these elements are quadratic for velocity and temperature, 
and linear for pressure. The penalty formulation was used for 
pressure. 

Tests were conducted on several grids to ensure that the 
results were independent of both grid density and the size of 
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Table 2 Comparison of major data with other elliptic solu­
tions for Gr = 1250, Pr = 0.733, L/b = 10 

Kettleborough (1972) 
Nakamura et al. (1982) 
Present elliptic 

solution 
Present parabolic 

solution 

Average 
Nusselt 

numbers 
Nu,„, 
2.75 
1.814 
1.802 

1.900 

Nu,„2 

2.38. 
1.877 
1.867 

1.899 

Flow 
rate, Q 

2.079 
1.358 
1.439 

1.478 

Exit bulk 
temperature, 

Tt 

0.442 
0.533 
0.501 

0.499 

L/b=10. Gr=1250 
Ra'=91.625. Pr = 0.733 

. Elliptical Solution, 
Kettleborough (1972 

. Present Elliptical 
Solution 

Elliptical Solution, 
Nakamura et al- (1982) 
Present Elliptical Solutic 

Fig. 4 Comparison of the streamwise velocity (V) profiles from the 
present elliptic solution with the work of Kettleborough (1972) and Nak­
amura et al. (1982) 

the inlet computational domain (/?,). For all cases, the results 
were most grid sensitive at the upper limit of Grashof number 
(Gr = 104 for L/b = 24). Table 1 shows partial results from 
these tests. For the first three cases in Table 1, the grid density 
was held roughly constant and the inlet domain radius was 
varied. The last case in Table 1 shows the effect of increasing 
grid density with Rt = 5. 

Based on the grid test results, the standard grid for L/b = 
24 had inlet domain radius of 7?, = 5 and 10,033 nodes (2,456 
elements). With this grid, the flow rate (Q) is accurate to much 
better than 1 percent. For all cases, Numl was 2-3 percent lower 
than Num2. Num2 shows less grid dependence than Numl (which 
tends toward Num2 with increasing grid density) and is a better 
estimate of the channel average Nusselt number. From this 
comparison, an estimate of the average Nusselt number (Num2) 
accuracy is 3 percent. Local quantities, such as local Nusselt 
number, are much less accurate near the channel entrance than 
the exit. The local Nusselt number distributions along the chan­
nel wall (Ra* = 291.7, L/b = 24) for grids with 10,033 and 
14,369 nodes (i?, = 5) had a maximum difference of about 3 
percent near the leading edge. At the channel exit the difference 
becomes negligible. Despite these slight differences, the lower 
grid density was selected for subsequent runs since it required 
significantly less computing resources. For all runs, the con­
vergence criteria were set such that the calculations were carried 
to four-digit accuracy. 

Discussion of Results 
There are two elliptic solutions (using finite difference meth­

ods) for the isothermal channel in the literature: those of Ket­
tleborough (1972) and Nakamura et al. (1982) (hereafter, 
Nakamura). Each considered only two Grashof numbers (Gr 
= 12.5,1250), an aspect ratio L/b = 10, and a Prandtl number 
Pr = 0.733. The results from these studies are in poor agree­
ment in many aspects. Table 2 shows a comparison of the 

4,0 

3.0 

Nuv 
2.0 

1.0 

0.0 

Elliptical Solution, Ra'=3.1 1, . L / b=24 
— — Parabolic Solution, Ra'=3.1J 

aaaoa Experimental Data, Wirtz & Hooq (1985) 
air, Ra'=3.11, L/b=26.25 

0.2 0.8 1.0 0.4 0.6 

y/L 
Fig. 5 Comparison of the local Nusselt number distributions with the 
experimental data of Wirtz and Haag (1985); see text for discussion of 
discrepancy 

present results with these two solutions for Gr = 1250. The 
present work is in closer agreement with Nakamura than with 
Kettleborough. However, the close agreement with the average 
Nusselt number predicted by Nakamura is somewhat coinci­
dental since the temperature and velocity profiles are not in 
close agreement. 

Figure 4 shows a comparison of the streamwise velocity 
profiles from the present elliptic solution with those predicted 
by Kettleborough and by Nakamura. Again, the present work 
is closer to that of Nakamura, although significant disagree­
ment does exist. Kettleborough predicts reverse flow in the 
channel with fluid being drawn far into the channel from the 
channel exit. This was not found in the present study nor in 
the study by Nakamura. Temperature profiles from the present 
elliptic solution (not shown) also do not agree with either of 
these previous studies. 

A comparison has also been made of the centerline pressure 
distribution presented by Nakamura with the present solutions 
(Gr = 1250, L/b = 10). For the parabolic solution the inlet 
pressure is assumed to bep = - pvl/2, where v0 is the assumed 
uniform inlet velocity. The pressure distribution presented by 
Nakamura is many times lower than that found by either of 
the present methods. The channel inlet pressure (y/b = 0.0) 
is reported by Nakamura to be about five times lower than 
that of the parabolic solution, whereas the centerline inlet 
pressure found by the present elliptic solution (P = - 37.4) 
is only about 3 percent different from the parabolic solution 
(P = - 38.6). Nakamura does not explain the large discrepancy 
between their inlet pressure and that predicted by Bernoulli's 
equation. Hence, it is likely that the present results more closely 
represent the actual channel pressure. 

Figure 5 shows a comparison of the present data with the 
experimental local Nusselt distribution measured in air by Wirtz 
and Haag (1985). The experimental data correspond to Ra* 
,= 3.11, L/b = 26.25. It should be noted that the aspect ratio 
for the elliptic solution is slightly different (L/b = 24) and 
the parabolic results are independent of aspect ratio. Although 
the general trends of the local heat transfer distributions are 
the same, both the numerical predictions are much lower than 
the experimental data, particularly near the channel exit. It is 
suspected that this may be due to experimental error, since the 
average Nusselt number given by Wirtz and Haag is about 20 
percent higher than the experimental values given by Elenbaas 
(1942). Unfortunately, these were the only experimental data 
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Fig. 6 Channel inlet streamline and isotherm contours from the ellip­
tic solution for Gr = 50, Lib = 24, Pr = 0.7 (Ra* = 1.458) 

Fig. 7 Channel inlet streamline and isotherm contours from the ellip­
tic solution for Gr = 10", Lib = 24, Pr = 0.7 (Ra* = 291.7) 

available in the literature for the symmetrically heated iso­
thermal channel. 

Figures 6 and 7 show the streamline and isotherm contours 
of the inlet region for Gr = 50xl04,L/Z? = 24 (Ra* = 1.458, 
291.7). At low Rayleigh number the induced velocities are low 
and the flow enters the channel without separating. Also, due 
to the low velocities, the nonzero isotherms extend well outside 
the channel inlet and preheat the incoming air. At high Rayleigh 
number, fluid velocities are sufficiently high that the flow 
separates from the wall and there is a small eddy on the channel 
wall near the leading edge. A close-up view of the separated 
flow region is shown in Fig. 8. Dots are shown at each nodal 
point to illustrate the grid density in the vicinity of the eddy. 
The fluid re-attachment occurs at about y/b = 0.78, as de­
termined from the wall shear stress distribution. Additional 
elliptic solutions were obtained for aspect ratios of L/b = 10, 
17 so that the onset of inlet flow separation could be correlated. 
For L/b = 10, separation occurs at Gr « 8200, Ra* » 570 
as determined from the wall shear stress distribution. For L/ 
b = 17, separation occurs at Gr ~ 2900, Ra* ~ 120 and for 
L/b = 24, separation occurs at Gr « 1700, Ra* == 50. Figure 

ip=0.0 

i|j=-0.0020 

4)=-0.0040 

^=-0.0057 

~T 

AY=1.0 

Fig. 8 Close-up view of the separated flow region for Gr = 104, Lib •• 
24, Pr = 0.7 (Ra* = 291.7) 

90 100 
Q Grw 

110 120 130 

Fig. 9 Streamwise velocity gradient at the wall in the separated flow 
region versus Q Gr1'2 

9 shows an attempt to correlate the onset of separation (3 V/ 
3^1^=1 = 0) with dimensional channel flow rate. (Note that 
dimensional channel flow rate is proportional to QGr1/2.) Ve­
locity gradients at the wall were taken at several values of y/ 
b near the channel entrance and the results were insensitive to 
the specific location chosen. Data at only one value of y/b 
(for each aspect ratio) are shown for clarity. This parameter 
is moderately successful in predicting separation; separation 
occurs within a 20 percent range of QGr for all three channel 
aspect ratios. Buoyancy effects can explain the slight delay of 
separation for channels with lower aspect ratios. Low aspect 
ratio channels require higher temperatures to induce the same 
flow rate as longer channels. The higher temperatures cause 
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Fig. 10 Comparison of average Nusselt number results from the pres­
ent elliptic and parabolic solutions 

Ra' = 2.917, Gr=100 Ro' = 291.7, Gr=10* 

Fig. 11 Comparison of streamwise velocity {V) profiles from the pres­
ent elliptic and parabolic solutions for Ra* = 2.917 and Ra* = 291.7 

R a = 2 . 9 1 7 , G r = 1 0 0 = 291 .7 , G r=10 

— Parabolic Solution 
— Elliptical Solution, L /b = 24 

- 1 . 0 - 0 . 8 - 0 . 6 - 0 . 4 - 0 . 2 0 . 0 , 0 . 2 0.4 0.6 0.8 1.0 

x/b 
Fig. 12 Comparison of temperature profiles from the present elliptic 
and parabolic solutions for Ra* = 2.917 and Ra* = 291.7 
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Fig. 13 Comparison of centerline pressure distributions from the pres­
ent elliptic and parabolic solutions 
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Fig. 14 Comparison of local Nusselt number distributions from the 
present elliptic and parabolic solutions 

larger buoyancy forces at the wall, which act to oppose sep­
aration. Hence, slightly greater flow rates are required to in­
duce separation in short channels. 

The behavior of average Nusselt number (Num2) with Ray-
leigh number for both of the present solutions is displayed in 
Fig. 10. The asymptotic limits of the parabolic solution for 
low and high Ra* are also shown. At low Ra*, the flow ap­
proaches the fully developed limit (Bodia and Osterle, 1962). 
At high Ra* the single isolated plate limit (Ostrach, 1953) is 
approached. The parabolic and elliptic solutions are in excel­
lent agreement at low Ra* and at higher Ra* they differ by 
about 3 percent. Also, Aihara (1973) has shown that the ex­
perimental data of Elenbaas (1942) and Aihara (1963) are in 
good agreement with the parabolic solution over the range 
given in Fig. 10. Hence, the close agreement of the two so­
lutions gives confidence in the present elliptic results. 

Figures 11 and 12 show comparisons of the developing ve­
locity and temperature profiles for Ra* = 2.917 and Ra* = 
291.7. For the elliptic solution (L/b = 24), the developing 
velocity profiles outside the channel are also presented; for the 
parabolic solution the assumed inlet profiles {y/b = 0) are 
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uniform. In both figures, the parabolic profiles differ sub­
stantially from the elliptic profiles near the entrance. However, 
these differences diminish as the flow proceeds toward the 
channel exit. Exit velocity and temperature profiles (y/b = 
24) are in close agreement. Considering the large differences 
near the channel entrance, it is somewhat surprising that the 
overall heat transfer and induced flow rate are in good agree­
ment. These figures clearly show how insensitive the parabolic 
solution is to the assumed inlet conditions. It is also clear from 
these figures that derivative boundary conditions used at the 
channel exit for the elliptic solution are quite acceptable at 
Ra* = 2.917; however, at Ra* = 291.7 the velocity and tem­
perature profiles are still developing and these conditions are 
less suitable. 

The channel centerline pressure distributions for various 
values of Rayleigh number are displayed in Fig. 13. At low 
Rayleigh number, the parabolic and elliptic solutions are in 
fair agreement throughout the channel. However, at higher 
Rayleigh number there is a large difference near the channel 
entrance, which is due to entrance flow effects. At high Ra* 
the fluid separation at the entrance has a "venturi" effect on 
the mainstream flow and causes a local reduction in pressure. 
Since the parabolic solution does not detect the inlet flow 
separation, it predicts higher pressures. Again, contrary to 
results presented by Nakamura et al. (1982), it was found that 
the inlet pressure assumption (p = -pv2/2) used in the par­
abolic solution is a reasonable approximation over a wide range 
of Rayleigh number. 

The fluid separation at the channel entrance has a profound 
effect on local heat transfer. Figure 14 shows the local Nusselt 
number (N%) distributions in the lower half of the channel 
for various values of Rayleigh number. At Ra* = 2.917, the 
fluid does not separate, and the local heat transfer distributions 
predicted by the parabolic and elliptic solutions are in good 
agreement. At higher Reynolds number, the discrepancy near 
the leading edge becomes large due to the fluid separation. 
The recirculating eddy predicted by the elliptic solution has an 
insulating effect on the channel wall. For Ra* = 291.7, the 
elliptic solution shows a pronounced local minimum in Nu7 
near the entrance. At this location, the parabolic solution pre­
dicts a local Nusselt number that is 65 percent higher than the 
elliptic solution. It must be kept in mind that the present elliptic 
solution is limited to two-dimensional flow. Following the 
onset of separation, three-dimensional effects may become 
significant, particularly at high Rayleigh number. 

Conclusions 
The full elliptic forms of the Navier-Stokes and energy equa­

tions have been solved using inlet flow boundary conditions 
based on Jeffrey-Hamel flow. The conditions allow a smaller 
computational domain and more realistically represent the en­
trance flow than previous methods. 

Detailed comparisons of the parabolic and elliptic solutions 
show that an elliptic solution is necessary to get accurate local 
quantities, such as local heat transfer, near the channel en­
trance. However, global quantities predicted by the elliptic and 
parabolic solutions (such as total flow rate and average Nusselt 
number) are in good agreement. 

The present elliptic solution is not in agreement with previous 
elliptic solutions. The close agreement of the present elliptic 
and parabolic solutions casts doubt on the validity of the results 
of Nakamura et al. (1982) and Kettleborbugh (1972). Also, 
the inlet pressure approximation (p = —pv^/2) commonly 
used in parabolic solutions is validated by the present elliptic 
solution. 

The present elliptic solution predicts fluid separation at the 
channel inlet, which approximately correlates with dimensional 
induced flow rate. Separation is shown to have an adverse 
effect on the local heat transfer near the channel entrance. For 
Gr = 104, L/b = 24 (Ra* = 291.7), the local Nusselt number 
has a local minimum near the channel inlet. 
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Axial Transport Effects on Natural 
Convection Inside of an Open-
Ended Annulus 
The present work centers around a numerical three-dimensional transient investi­
gation of the effects of axial convection onflow and temperature fields inside an 
open-ended annulus. The transient behavior of the flow field through the formation 
of a three-dimensional flow field and its subsequent effect on the temperature 
distribution at different axial locations within the annulus were analyzed by both 
finite difference and finite element methods. The results show that the axial con­
vection has a distinctly different influence on the temperature and velocity fields. 
It is found that in the midportion of the annulus a two-dimensional assumption 
with respect to the temperature distribution can lead to satisfactory results for 
Ra< 10,000. However, such an assumption is improper with respect to the flow 
field. Furthermore, it is shown that generally the errors for a two-dimensional 
assumption in the midportion of the annulus are less at earlier times (t<50 At) 
during the transient development of the flow and temperature fields. 

1 Introduction 
Consideration of the open boundary effects on heat transfer 

rate and the flow field is very limited in the open literature 
(Ettefagh and Vafai, 1988). One of the main characteristics of 
the buoyancy-induced flows in open-ended cavities is its basic 
geometry. This is because several complex geometries can be 
approximated or constructed from this basic geometry. The 
applications for open-ended cavities are several such as con­
nections between reservoirs, solar thermal central receiver sys­
tems, some geothermal processes, nuclear waste repositories, 
brake housing of an aircraft, fire spread in rooms, etc. Previous 
investigations of open-ended geometries were based on a two-
dimensional flow field. However, in practice, due to viscous 
shearing effects at the end walls, some problems require nu­
merical simulation of the three-dimensional flow field. 

Numerical investigation of fully three-dimensional flows, 
those that cannot physically be approximated by a two-di­
mensional model, are rare in the literature. A limited number 
of numerical procedures for three-dimensional flow and heat 
transfer computations have been proposed. Aziz and Heliums 
(1967) introduced a technique in which the full Navier-Stokes 
and energy equations were transformed and expressed in terms 
of vorticity and vector potential. Numerical integration of the 
Navier-Stokes equations for certain three-dimensional incom­
pressible flows has been introduced by Williams (1969), which 
utilizes the primitive form of the governing equations plus a 
Poisson equation for the pressure. 

Numerical methods, based on a nonstaggered grid system, 
for predicting three-dimensional, steady, incompressible flow 
in straight ducts (Briley, 1974), and in ducts of rectangular 
and polar cross sections (Ghia et al., 1976) have been used 
earlier. In these works, the parabolized equations were solved 
by stepwise integration in the primary flow direction from 
prescribed upstream conditions. However, it appears that no 
serious attempt has been made to apply this method to solve 
the full three-dimensional Navier-Stokes equations. 

In this work, the complete Navier-Stokes equations are 
transformed and expressed in terms of vorticity and vector 
potential. The transformed equations with the energy equation 

are then solved by a modified three-dimensional alternating 
direction implicit method for the parabolic part, while the 
extrapolated Jacobi scheme is utilized for the numerical so­
lution of elliptic equations. Some results were also obtained 
using a finite element code. The results from the finite element 
code were used to verify and enhance qualitatively the main 
theme proposed in this work, which is the effects of open 
boundary on the axial convection and its influence on tem­
perature and flow fields. The existence of a core region, in 
which the temperature and/or the velocity fields are inde­
pendent of the axial coordinate, is examined. It is found that 
a core region does exist in the midsection of the annulus. It is 
shown that within this core region the temperature field can 
be approximated as two dimensional for Ra< 10,000. How­
ever, this approximation is inappropriate for the flow field. It 
is also observed that the errors associated with a two-dimen­
sional approximation within the core region are smaller at 
earlier times during the development of the flow and temper­
ature fields within the annulus. 

2 Analysis 
In the present work a fluid layer is sandwiched between two 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 6, 
1990; revision received January 12, 1991. Keywords: Natural Convection, Nu­
merical Methods; Transient and Unsteady Heat Transfer. 

Fig. 1 Three-dimensional sketch of half of the open-ended horizontal 
annulus and the surrounding computational domain 
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concentric cylinders with an inner radius Rf, outer radius 
R2, and an axial length of L* as shown in Fig. 1. The annulus 
is positioned horizontally so that the gravity acts in both the 
R* and 4> directions. The surrounding fluid communicating with 
the fluid inside the annulus through the opening is at ambient 
temperature Tm. This temperature is lower than the heated 
inner cylinder and the cooled outer.cylinder surfaces, which 
are kept at constant temperatures 7\ and T2, respectively. The 
results are presented within the 0<</><TT region due to the 
symmetric nature of the flow field about the vertical plane. 
The nondimensional governing equations for this problem are 

V-u = 0 

du 
cos cj>\ 

— + (u-V)u= - Vp + PrV u-PrRa<? - s i n . 

dd 

dt 
+ (u- V)0= V2 

(1) 

(2) 

(3) 

where the nondimensional variables in the above equation are 
defined by 

(4) 

(5) 

P = 

R* 
r~Rf 

u*R% 
i = 

a 
P*Rf 

z = 

, i 

fl-

Z* 

~R$ 

t*a 

~~R? 
T-T„ 

(6) 
pa Ty - Tx 

Equations (l)-(3) are transformed and expressed in terms 
of vorticity and a vector potential. The resultant transformed 
dimensionless governing equations are solved numerically in 
the present investigation. These governing equations are 

- + ( a - V ) 0 = V 2 0 
at 

(7) 

36 

f+(«-v)r,-(r-vK+^^ 
at r 

- PrRa sin </> ^- (8) 
dz 

39 
= P r ( v 2 f , - ^ + g j - P r R a cos ^ (9) 

dt 
+ ( w - V ) f z - ( f - V K = PrV 2 r , 

+ PrRa 
3d . 1 3d 

s m * - + ; c o s * -

2 , 2 di/v i/-r 2 d\j/z 

r dr r r dz 
0 

(10) 

(11) 

2, Vv , 2 di/v 

vV*+r«=o 
1 3\l/z 3^0 

Ur r d<t> dz 

3\l/r d\}/z 

"*~dz~ dr 

(12) 

(13) 

(14) 

(15) 

"z~ r dr r d(j> 
(16) 

The above ten coupled partial differential equations for ten 
unknowns along with the specification of the proper boundary 
conditions describe the physics of the convective flow and heat 
transfer processes in the open-ended annulus and complete the 
formulation of the problem. 

3 Boundary Conditions 
The boundary conditions on velocity and temperature are 

based on the physical conditions. The boundary conditions on 
the vorticity follow from those on the velocity using the no-
slip condition. The boundary conditions on the vector potential 
are based on the work of Hirasaki and Heliums (1968) who 
have verified that the proper boundary conditions on the nor­
mal component of velocity are satisfied if the normal derivative 
of the normal component of the vector potential and the com­
ponents of the vector potential tangential to the surface vanish. 

On the inner and outer cylinder surfaces, the dimensionless 
temperatures are 6t and 62, respectively. On all rigid and im­
permeable surfaces, the three components of the velocity are 
zero. The boundary conditions at r=R*/R2 or r = 1 are then 
found to be 

dr 

ur=u4, = uz = 0 

(rW = ^ = ^ = 0 

(17) 

(18) 

N o m e n c l a t u r e 

g = body force vector, m/s2 

g = gravitational acceleration, m/s2 

L* = axial length of the annulus, m 
P* = pressure, N/m2 

P = dimensionless pressure = P*J?|2/pa2 

Pr = Prandtl number = v/a 
R* = radial coordinate, m 

r = dimensionless radial coordinate = R*/R-, 
Ra = Rayleigh number = g&Rf AT/av 
t* = time, s 
t = dimensionless time = t*a/R22 

T = temperature, K 
AT = temperature difference = Ti - T2, K 

u = dimensionless velocity vector = u*R2 /a 
u* = velocity vector, m/s 
Z* = axial coordinate, m 

z = dimensionless axial coordinate = Z*/R2
2 

a = thermal diffusivity, m2/s 

/3 = thermal expansion coefficient of fluid, K~' 
f = vorticity 
8 = dimensionless temperature = (T- 7,

00)/(r1 - 7^) 
ix = dynamic viscosity, kg m""^ - 1 

v = kinematic viscosity, m2/s 
p = density, kg/m3 

cj> = angular coordinate 
4* = vector potential 

Subscripts 

1 = inner cylinder 
2 = outer cylinder 
/ = nodal index in r direction 
j = nodal index in 4> direction 
k = nodal index in z direction 
r = radial component 
z = axial component 

4> = angular component 
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dr 
6=1 or0 = O 

(19) 

(20) 
The angular velocity is zero at the top and bottom angular 
symmetry planes since there is no flow through those planes. 
The angular derivatives of the remaining velocity components 
and the temperature are also zero along the angular symmetry 
planes. The boundary conditions at the symmetry planes <f> = 0 
or 4> = it are then 

dur 

90" 
duz 

' d<t> 
? = 0 

f=2k=f=0 

/ ^ / = 0 

30 

d<j>' 
- = 0 

(21) 

(22) 

(23) 

(24) 

At the symmetry plane, the axial velocity and the temperature 
as well as the normal gradients of the remaining velocity com­
ponents are taken to be zero. So at z = 0 

(25) 

(26a) 

(26b) 

dur 

dz" 

Tr = 

*r = 

duj, 

~ dz 

= f̂  = 

= '/'* = 

de 
3z = 

= "z 

d$z 

dz 

dtz 

' dz' 

= 0 

= 0 

= 0 

= 0 

(27) 

Since there are two kinds of temperature boundary condition 
(specified temperature on the cylindrical surface portion and 
adiabatic on the axial plane portion) imposed on the convex 
corners in the angular direction, a multivalued procedure sim­
ilar to one used in the work of Ettefagh and Vafai (1988) and 
Ettefagh et al. (1991) has been utilized here. The same approach 
is also employed for treating the vorticity discontinuity at these 
locations. 

It is impractical to impose known physical conditions on the 
open boundary. Therefore, the numerical simulation should 
include calculations in an enlarged computational domain to 
partially overcome the problem of unknown physical condi­
tions at the opening. In the present study, the computational 
domain is successively extended in the radial and axial direc­
tions by enclosing it with a cylinder of radius 7?3* and length 
L*. It should be mentioned that the position of the outer 
boundaries is not fixed. They are chosen such that further 
extensions will no longer produce any significant changes in 
the temperature or flow field inside the annuli and near the 
aperture plane. In this work, it was found that extensions of 
at least three times the annulus gap in both the axial and radial 
directions should be used to implement the far field boundary 
conditions properly. 

Without any prescribed boundary conditions at the opening, 
one is left with three possible choices for specifications of the 
far field boundary conditions. These are zero value for the 
function, its normal gradient, or its second derivative in the 
normal direction. The third choice requires some type of ex­
trapolation scheme and it cannot be used in an implicit routine 
that simultaneously incorporates the boundary and internal 
points into the solution algorithm at each time step. The first 
and second choices were considered as good candidates since 
they could be directly incorporated in the vector potential and 
energy equations. The first choice is obviously a valid one 
provided that we have extended the open boundaries far 

enough. However, such extensions in the computational do­
main are not desirable due to unreasonable increases in memory 
and computational time. The second choice places a far lesser 
degree of restriction on the flow field simultaneously and it 
can be implicitly incorporated into the solution algorithm at 
each time step. Therefore, in this work the far field boundary 
conditions are approximated by specifying zero normal gra­
dients for temperature, vorticity, vector potential, and normal 
component of the velocity, while the remaining velocity com­
ponents are set t'o zero. The following boundary conditions 
are then obtained at the outer boundaries: 

Rl 
R{ 

z = Rl 
dUr . 
— = w0 = «z = O 

dtr 3fc drz o 

dr dr dr 

di/y dil/j, d\j/z 

dr dr dr ~ 

dr 

du, „ 

dz 

d$r d& ar* 
dz dz dz 

d\pr d\pj, dipz 

dz dz dz 

dz 

(28) 

(29) 

= 0 (30) 

(31) 

4 Results and Discussion 
The four parabolic Eqs. (7)-(10) are solved by a modified 

form of the three-dimensional ADI method developed by Brian 
(1961) and the three elliptic Eqs. (11)-(13) are solved by the 
three-dimensional extrapolated Jacobi scheme. The remaining 
Eqs. (14)-(16) are solved by the central difference approxi­
mation technique. The updated values are used to advance the 
numerical solution in time and the sequence is repeated until 
steady-state conditions are obtained. It is assumed steady-state 
conditions have been reached when the following criterion: 

•JJL. 
t " ' ZiJ,k < i 0 " 

•J,k 

for temperature, vorticity components, and vector potential 
components has been met. In the above equation, n refers to 
any particular time level and £ represents any one of the seven 
dependent variables. 

In this work, the accuracy of the numerical scheme was 
checked quite carefully. Some of the accuracy tests described 
in detail by Vafai and Ettefagh (1990) for the open-ended 
structures were adopted here. Essentially, it was ensured that 
the results were grid (in all three directions) and time step size 
independent. Various combinations of mesh sizes were used 
to obtain grid independent results. Initially, the number of 
grids in the angular direction was fixed to examine the grid 
dependency of the results in the other directions. The number 
of grids in the radial direction was then increased successively 
with a fixed number of grids in the axial direction. Next, to 
check the grid dependency in the axial direction, the number 
of grids in the axial direction was successively increased using 
the number of grids in the radial direction obtained from the 
previous step. The number of grids in the angular direction 
was then increased successively using the number of grids in 
the radial and axial directions obtained in previous steps. Fi­
nally, the number of grids in all directions was increased from 
the values obtained from the above-described procedure. To 
ensure that we have indeed a totally grid-independent solution, 
this procedure was repeated for different cases analyzed in this 
work. 

From the above-mentioned investigation it was found that 
61 points in the radial direction, 19 points in the angular di­
rection, and 61 points in the axial direction provide us with a 
high degree of accuracy for the lower range of Rayleigh num­
bers (less than 0.5 percent change in the field variables). For 
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(a) (b) 

Fig. 2 Isotherms for Ra = 4.3 x 103 at different axial positions in the 
right and at midaxial plane in the left: (a) z = 0, LI8; (b) z = 0, L/4; (c) z 
= 0, 3U8; (d) z = 0, t/2 

Fig. 4 Isotherms for Ra = 4.3 x 103 at different axial positions in the 
right and at midaxial plane in the left: (a) z = 0, 171/40; (b) z = 0, 1SU 
40; (c) z = 0, 19Z./40; (d) z = 0, L/2 

Vectors normalized by 3 Contours incremented by 0.3 

Fig. 3 Flow patterns for Ra = 4.3 x 103 at different axial positions: (a) 
z = 0; (6) z = LIS; (c) z = LIA; (d) z = 3t/8 

higher Rayleigh numbers, the numbers of grids in the angular 
and axial directions were increased to 37 and 81 points, re­
spectively, to accommodate the same level of accuracy. Nu­
merical tests were also performed with different sizes of time 
step using the quoted grid distribution. It was found that a 
time increment of 2xl0~4 would give us a time-dependent 
solution. In all the numerical simulations, the initial conditions 
were based on a quiescent air at the same temperature as that 
of the surrounding environment. The numerical algorithm was 
also used to generate the steady-state three-dimensional nu­
merical results reported by Takata et al. (1984) and the two-
dimensional results reported by Kuehn and Goldstein (1976). 
Excellent agreements were found between results generated by 

the present transient three-dimensional algorithm and the re­
sults reported in the cited references. 

The streamlines and isotherms at the midaxial plane for a 
Rayleigh number of Ra = 4.3 x 103 displayed a crescent-
shaped flow pattern, which was symmetric about a horizontal 
plane passing through the center of rotation. At this Rayleigh 
number, conduction was the dominant mode of heat transfer. 
To investigate the effects of axial convection, temperature and 
flow field distributions inside the annulus at axial positions 
1/8 of the annulus length apart, including and away from the 
midaxial plane, are compared in Figs. 2 and 3. Figure 2 consists 
of two parts. The midaxial plane is displayed on the left-hand 
side while temperature distributions at different axial locations 
are displayed on the right-hand side. As seen clearly in Fig. 2, 
the temperature distribution essentially remains unchanged over 
a core region, which extends approximately 3/8 of the annulus 
length on each side of the midaxial plane. This is the core 
region in which the effect of axial convection on the temper­
ature field is small. In Fig. 3, the radial and angular compo­
nents of the velocity field are displayed on the right while the 
contours for the axial component of the velocity are shown 
on the left-hand side of that figure. The negative or positive 
contours illustrate regions within which the direction of axial 
velocity is into (negative z direction) or out of the R-<j> plane, 
respectively. The dotted contour lines of the axial component 
of the velocity represent the negative contours while the positive 
contours are drawn as solid lines. The maximum values of 
velocity vectors at these locations are 9.47, 9.38, 9.15, and 
8.94, respectively. The velocity vectors were normalized by a 
factor of 3 and vectors with values less than 0.01 are not shown 
in Fig. 2. Maximum axial velocities at these locations are 0.0, 
6.73,1.1, and 1.2, while their minimum values are 0.0, -0.75, 
- 1 . 1 , and -0.92, respectively. The strength of the recircu­
lating region in the R-4> plane decreases slightly along the 
positive axial direction because the axial component of the 
velocity field increases along the positive axial direction. As 
seen in Fig. 3 the hot buoyant fluid rises above the inner 
cylinder and impinges on the outer cylinder. At this stage, this 
hot fluid enters the thermal boundary layer along the outer 
cylinder. As this fluid travels downward, it loses energy and 
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(a) (b) 

Fig. 5 Isotherms for Ra = 1 x 10" at different axial positions in the 
right and at midaxial plane in the left: (a) z = 0, US; (b) z = 0, t/4; (c) z 
= 0, 3L/8; (d)z = 0, LI2 

Vectors normalked by 9 Contours incremented by 2 

(c) (d) 

Fig. 6 Flow patterns for Ra = 1 x 104 at different axial positions: (a) 
z = LI8; (b) z = LIA; (c) z = 3L/8; (d) z = LI2 

it eventually forces the separation of the thermal boundary 
layer along the outer cylinder. The cool fluid then enters the 
inner cylinder thermal boundary layer and completes the re­
circulating pattern. As can be clearly seen in Fig. 3, the velocity 
field does not enjoy the same axial independence as the tem­
perature field. 

The isotherms at the aperture plane are quite different from 
the isotherms at the midaxial plane as seen in Fig. 2(d). This 
is due to the influence of the outer region (outside the annulus) 
on the inner region (inside the annulus), which causes a sig­
nificant distortion of the temperature field outside the cited 
core region. It should also be noted that the axial convection 
exerts a stronger influence on the inner cylinder. 

a 
2 

inner cylinder 

outer cylinder 

0.03 0.10 0.16 0.20 0.25 

(a) 

3 

inner cylinder 

outer cylinder 

0.00 0.05 0.10 0.16 0.20 0.25 

Time ( n o n - d i m e n s i o n a l ) 

(b) 

Fig. 7 Temporal variations of the mean Nusselt number at midaxial 
plane for Ra = 4.3 x 103 and Ra = 1 x 10" 

Temperature distributions at four other axial planes inside 
the annulus for the same Rayleigh number are shown in Figs. 
4(a-d). The axial locations at which these distributions are 
presented are at 3Az, 2Az, Az away from (and into the annulus) 
the aperture plane. The isotherms at the above axial planes 
are presented on the right-hand side of Figs. 4(a-d). The iso­
therms at the midaxial plane are plotted on the left-hand side 
of the above figures to make their relative differences more 
apparent. As seen in Figs. 4(a-c), at these axial locations, the 
isotherms near the inner cylinder in the upper angular part are 
spaced farther apart than the corresponding isotherms at the 
midaxial plane. Consequently, the heat transfer from the inner 
cylinder is reduced over this region. A closer inspection of 
these figures reveals that the main differences in the isotherm 
spacings occur in the ir/3<<j><ir angular region. Therefore, 
the local heat transfer over this region is reduced in comparison 
with the heat transfer over the midaxial plane. Comparison of 
Figs. 4(b) and 4(c) shows that heat transfer from the inner 
cylinder increases in the positive axial direction. The clustering 
of isotherms near the inner cylinder as seen in Fig. 4(d) clearly 
shows that the heat transfer from the inner cylinder is consid­
erably enhanced at the aperture plane. The heat transfer over 
the upper part of the outer cylinder also increases in the positive 
axial direction as seen by the closer spacing of the isotherms 
near the outer cylinder. 

Figures 5(a-d) show the isotherms at four axial positions 
including and away from the midaxial plane set 1/8 of the 
annulus length apart for Ra = 1 x 104. The left-hand side of 
each figure displays the midaxial plane temperature distribu­
tion while the right-hand side shows the temperature distri­
bution at the selected axial planes. It is observed that as the 
Rayleigh number increases, the effects of an open boundary 
penetrate much farther inside the annulus, resulting in stronger 
convective flow at the aperture plane. As a result, the extent 
of the core region within which the temperature distribution 
is independent of the axial position decreases as the Rayleigh 
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(a) (a) (b) 

(c) (d) 

Fig. 8 Isotherms for Ra = 1 x 10" at z = 17L/40 in the right and at 
midaxlal plane in the left side for different time steps: (a) t = 10Ar; (6) 
I - 20Af; (c) f = 30At, (d) t = 40Af 

Fig. 9 Isotherms for Ra = 1 x 10" at z = 17L/40 in the right and at 
midaxiai plane in the left side for different time steps: (a) f = 50Af; (b) 
t = 100AJ; (c) t = 150Af; (d) t = 200Af 

number increases. This is primarily due to strong axial con­
vection associated with higher Rayleigh number flows in re­
gions near the lower part of inner cylinder and the upper part 
of outer cylinder. 

The flow field structure for Ra = 1 x 104 at the same 
locations as those given in Fig. 5 are displayed in Fig. 6. The 
axial velocity contours at these locations are presented on the 
left-hand side while the radial and angular components of the 
velocity field are shown on the right side. The maximum values 
of velocity vectors on these planes are 30.7, 25.1, 17.8, and 
36.3, respectively. Maximum values of the axial velocities are 
9.8,14,11, and 31 while minimum values are — 11, - 14, - 14, 
and - 1 1 , respectively. Comparing Figs. 6(a), 6(b), and 6(c) 
with Figs. 3(b), 3(c), and 3(d) reveals that for higher Rayleigh 
numbers, the three-dimensional structure of the flow field be­
comes much more pronounced. The existence of axial velocities 
clearly is indicative of three-dimensional nature of the velocity 
field. As the hot fluid rises up around the inner cylinder, the 
axial component of its velocity ejects it out of the R-<j> plane. 
Once it impinges on the outer cylinder it loses energy and starts 
to descend. Due to the recirculating nature of the flow, the 
cold fluid enters a new R-<f> plane through the lower part of 
the annulus farther downstream. The basic flow pattern in­
volved in this process can be seen in Figs. 6(«-c). It should be 
noted that the strength of the recirculating region in the R~4> 
plane decreases substantially in the axial direction due to the 
penetration of the open boundary effects. The basic physical 
mechanisms resulting in the complex flow field (shown in Fig. 
6) are discussed by Ettefagh and Vafai (1991). 

The temporal variations of the mean Nusselt numbers at the 
midaxiai plane for Ra = 4.3 x 103 and Ra = 1 x 104 are 
presented in Figs. 1(d) and 1(b), respectively. In these figures, 
the solid line represents the inner cylinder mean Nusselt num­
ber, while the dotted line represents the mean Nusselt number 
for the outer cylinder. These mean (averaged over the angular 
direction) Nusselt numbers, Nui and Nu2) for the inner and 
outer cylinders are respectively defined as 

Nu,=-
1 

R In (R) 
de 

dr 
de (32) 

(a) 

Vectors normalized by 9 

<b) 

Contours incremented by 2 

Fig. 10 Flow patterns for Ra 
= 17Z./40: (a) f = 10Af; (b) t = 

= 1 x 1 0 " and different time steps at z 
20AJ; (c) r = 30Af; (d) t = 40Af 

Nu-
w J0 

(R) de (33) 

r=R 

where R = R2/R*. Physically the above-defined Nusselt num­
ber expresses the ratio of the actual heat transfer to conduction 
in the radial direction between the inner and outer cylinders. 

As expected, the transient response shows a decrease in the 
inner cylinder mean Nusselt number and an increase in the 
outer cylinder mean Nusselt number followed by their ap­
proach to the steady-state values. In theory, due to energy loss 
through the aperture plane, steady-state asymptotic values of 
the Nusselt numbers should not converge to the same value. 
Figure 7 reveals that an increase in the Rayleigh number in-
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(a) (b) 

Veaois normalized by 9 Contours incremented by 2 

Fig. 11 Flow patterns for Ra = 1 x 10" and different time steps at z 
= 17LM0: (a) t = BOAt, (b) t = 100AJ; (c) f = 150Af; (d) t = 200Af 

U_-*.4 U„,= 15.6 U „ . 19.4 U^n.213 

GO CO (c) (d) 

Vectors normalized by 9 

U„„=.24.5 U„,= 33.9 U m =34 .3 U„„-34.2 

(e) (f) (g) (h) 

Fig. 12 Flow patterns for Ra = 1 x 10" at different time steps at 
midaxial plane: (a) f = 10Af; (b) I = 20Af; (c) f = 30Af; (d) f = 40Af; (e) 
t = 50Af; (f) f = 100Af; (g) t = 150Af; (h) r = 200A/ 

creases energy losses to the outer domain. The relative differ­
ences between the steady-state mean Nusselt numbers are 4 
and 25 percent for Ra = 4.3 x 103 and Ra = 1 x 104, 
respectively. 

Next, results of a transient investigation of flow and tem­
perature fields inside the open-ended annulus are presented. 
These results further reveal the effects of axial transport on 
transient natural convection characteristics inside the annulus 
region. Temporal variations of the flow and temperature fields 

for Ra = 1 x 104 at an axial location 3 Az away (into the 
annulus) from the opening are presented in Figs. 8-11. The 
temperature distributions at this location for eight different 
time steps are shown on the right side of the Figs. 8 and 9, 
while the corresponding isotherms at the midaxial plane are 
depicted on the left-hand side of these figures. The temporal 
development of the corresponding flow field structure at this 
location is displayed in Figs. 10 and 11. The maximum values 
of velocity vectors in the R-<l> plane at the consecutive time 
steps displayed in Figs. 10 and 11 are 7.6, 11.2, 15.2, 18.5, 
20.9, 27.1, 26.6, and 26.4, respectively. The velocity vectors 
are normalized by a factor of 9 and the vectors with values 
less than 0.01 are not plotted. The maximum values of axial 
velocity are 0.7, 3.6, 3.9, 4.1, 4.3, 9.6, 9.9,and 9.8, while their 
minimum values are —0.7, - 3 . 6 , - 3 . 9 , - 4 . 2 , - 9 . 4 , 
— 9.5,and 9.4. In Figs. 10 and 11 contours are incremented by 
2 and velocity vectors are normalized by 9 to preserve clarity 
of these figures. 

As seen in Figs. 8(a), 8(6), 8(c), 8(d), and 9(a) for the period 
of 0 < / < 5 0 At, the temperature distribution at the cited axial 
location is almost identical to the one at the midaxial plane. 
This is due to the weak axial component of velocity field, as 
seen in Figs. 10(a), 10(6), 10(c), 10(GO, and 11(a), which is not 
strong enough to influence the temperature distribution on this 
plane. In turn, this is because the open boundary effects have 
been confined mainly near the aperture plane for this period 
of time. For later times, t > 50 At, the open boundary influences 
become more pronounced, resulting in a higher axial velocity, 
as clearly seen in Figs. 1 l(b-d). So, the effect of axial transport 
becomes more pronounced as can be seen in Figs. ll(b-d). It 
is exactly this increase in the axial transport that reduces the 
extent of the core region. However, although for 0< t< 50 At, 
the axial transport has become significantly larger, its influence 
over the heat transfer characteristics within the core region is 
still quite limited. 

Temporal characteristics of the flow and temperature fields 
for Ra = 1 x 104 at the midaxial plane are presented in Fig. 
12. The maximum values of velocity vectors at the midaxial 
plane at the consecutive time steps are 8.4, 15.6, 19.4, 22.3, 
24.5, 33.9, 34.3, and 34.2, respectively. In these figures, the 
velocity vectors are normalized by a factor of 9 and vectors 
with values less than 0.01 are not plotted to preserve the clarity 
of these figures. The flow and temperature fields were also 
investigated at several other locations. As mentioned earlier, 
a finite element code was also used further to verify and en­
hance the main theme that has been proposed in this work, 
which is the effects of open boundary on the axial convection 
and its influence on the temperature and the flow field. The 
results of all our investigations have shown the existence of a 
core region for Ra< 10,000 (the extent of which decreases with 
an increase in the Rayleigh number) in which the thermal 
characteristics are weakly dependent on the axial location. 
However, the three-dimensional flow field characteristics within 
this core region cannot be ignored. 

5 Conclusions 
The effects of axial convection on transient buoyancy-driven 

convection in an open-ended annulus have been numerically 
investigated in this work. The temporal three-dimensional flow 
field structure and its effects on the temperature distribution 
at different axial locations are investigated. The present in­
vestigation has revealed the existence of a core region for 
Ra< 10,000, in which the thermal characteristics are weakly 
dependent on the axial direction. It has been observed that a 
two-dimensional approximation within the core region yields 
accurate results for early time (?<50 At) during the flow field 
development. Furthermore, the results show that the influence 
of the axial transport on the flow field is quite different from 
that of the temperature field. 
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Transient Natural Convection in 
Enclosures at High Rayleigh 
Number 
Transient natural convection at Rayleigh numbers of 10m was studied experimentally 
in two enclosures of aspect ratio 1/3, one a 1:5.5 physical scale model containing 
the dense refrigerant gas R114, and the second a full-scale room containing air. In 
one type of transient the vertical endwall temperature was suddenly changed, while 
in a second type of transient the isothermal, well-mixed gas was suddenly exposed 
to hot and cold vertical endwalls. The experiments indicated that the dominant time 
constant was a convective one. Comparisons between the scale model and full scale 
show that R114 gas can simulate the transient behavior of air-filled enclosures. 

Introduction 
Steady-state natural convection in enclosures driven by heat 

transfer at the vertical walls has been studied extensively in 
the past in the regimes appropriate to the flow in building 
interiors. However, it has not been shown whether "steady-
state" natural convection will ever occur in a real building. 
That is, the time constants for the development of steady-state 
flow have not been determined or compared with common 
building time constants (e.g., those due to forced ventilation 
patterns, opening of doors and windows, or occupant move­
ment). This paper is concerned with the onset of natural con­
vection flow in enclosures where the primary driving mechanism 
for the flow is heat transfer at the vertical walls. The application 
of interest is the natural convection flow in buildings, in which 
the Rayleigh (Ra) number is 1010, the Prandtl number (Pr) is 
less than 1.0, and the aspect ratio (height to length) is usually 
less than 1.0. The objective of this work is to determine the 
dominant time constant for the onset of natural convection 
flow in an enclosure by making experimental measurements 
on a 1:5.5 physical scale model of a building space. 

In a previous study, Olson et al. (1990) demonstrated that 
this scale model, which uses refrigerant 114 gas instead of air, 
can accurately simulate steady-state natural convection driven 
by heated and cooled opposing endwalls. A second objective 
is to confirm that this scale model is also accurate for transient 
natural convection flow. This will be done by making com­
parisons with measurements on a full-scale room at similar 
geometry, Ra, and transient conditions. A final objective is to 
understand better the mechanisms of steady-state natural con­
vection from the results of the transient experiments. This 
paper is based on the work of Olson (1986). 

The enclosure studied is shown in Fig. 1 and was a rectan­
gular space one third as high as it was long, and one-half as 
wide as it was long. For the small-scale model, the height, H, 
was 47 cm and the length, L, was 136 cm, corresponding to 
the full-scale room of H=2.5 m and L = 7.9 m. The ceiling, 
floor, and side walls were well insulated. Two types of exper­
iment were conducted. In one type of test, the flow was initially 
motionless and all the walls were at constant temperature To. 
The temperature of one or both endwalls was then "instan­
taneously" increased or decreased to T0±AT, generating a 
temperature difference between the endwalls. Observations 
were made of the developing temperatures and flow patterns. 
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The second type of transient test involved disturbing a pre­
viously established steady-state flow, and observing the return 
to the steady natural convection pattern after the disturbance 
was discontinued. In the steady-state flow, the opposing end-
walls were isothermal at different temperatures. The disturb­
ance was one that provided a great deal of turbulent motion 
to the core, mixing the core so much that temperatures were 
uniform and the horizontal core flows were overwhelmed; 
however, the temperatures of the hot and cold walls, TH and 
Tc, remained constant before, during, and after the disturb­
ance. 

Literature Review 
A baseline for understanding the experimental results that 

follow is a description of the flow patterns and temperature 
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Fig. 1 Enclosure geometry 
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Fig. 2 Steady-state flow pattern in an empty enclosure at Ra~101< 
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distributions of steady-state natural convection at Ra~10 
with isothermal opposing endwalls at different temperatures. 
This serves as a "final condition" that the transient natural 
convection approaches as time increases, and also places the 
past work on transient natural convection in perspective. For 
steady-state conditions typical to building interiors with heated 
and cooled opposing endwalls, the flow patterns are as shown 
in Fig. 2 (Olson et al., 1990). This would be a 2.5-m-high, 7.9-
m-long room with a 10°C temperature difference between the 
endwalls. This flow pattern was observed both in an actual 
air-filled room and on a reduced scale model containing R114 
gas. Turbulent boundary layers form on the hot and cold 
endwalls. Two horizontal recirculating flow loops form in the 
core, one near the floor and one near the ceiling. After the 
hot wall boundary layer reaches the ceiling, it makes a 90 deg 
turn and flows along the ceiling toward the cold vertical wall. 
Upon reaching the cold wall the flow divides and the majority 
reverses direction, flowing back to the hot wall. The floor loop 
is formed in a fashion similar to the ceiling loop. The horizontal 
layers closest to the ceiling and floor appear to be turbulent, 
with velocities about 1/10 of the velocities in the vertical 
boundary layers. Temperatures in the core are approximately 
linearly stratified from the ceiling to the floor, and constant 
horizontally from the hot wall to the cold wall once outside 
the vertical boundary layers. Temperatures do not vary by 
more than 0.5 percent (of TH- Tc) in the span wise direction, 
and flow visualization indicates the flow is primarily two di­
mensional. 

Past works on transient natural convection in enclosures 
have studied the response of the flow to the instantaneous 
heating and cooling of the vertical walls (Yewell et al., 1982; 
Worster and Leitch, 1985; Patterson and Imberger, 1980), or 
the development of flow patterns due to a buoyancy source in 
the center of the enclosure (Baines and Turner, 1969; Worster 
and Huppert, 1983). More recently, Litsek and Eejan (1988) 
have investigated analytically an enclosure in which the left 
half is initially at a higher uniform temperature than the right 
half, then the "partition" is instantaneously removed. In the 
cases where the flow is driven by instantaneous heating or 
cooling of the vertical walls, configurations have been studied 
with P r > l (usually water) and Ra<101 0 . The experimental 

studies have shown that laminar boundary layers develop on 
the vertical walls, which then spill out into the core to form 
"intrusion layers" (Yewell et al.,^4z.< 1) or "gravity currents" 
(Worster and Leitch, AL< 1). Patterson and Imberger (1980) 
used scaling arguments based on laminar flow with Pr > 1 and 
AL<\ to identify flow regimes and time scales. Their work 
and the laminar flow experiments indicate that the boundary 
layers on the vertical surface reach steady state much faster 
than does the core flow. The boundary layer time constant is 
roughly the time 'for thermal diffusion across the boundary 
layer thickness, or for laminar flow, 

(1) UV = H2/(aRaW2). 

When the boundary layers are laminar, the time constant 
for the core is argued to be the time for the fluid volume in 
the core to circulate through the boundary layers, or 

rcor£ = (HL)/(aRa1M). (2) 

This time constant was confirmed by Yewell et al. (1982) for 
a water-filled enclosure of aspect ratios 0.0625 and 0.112, and 
R a = 1 . 5 x l 0 9 . 

These past studies have not explored the conditions of Pr < 1 
or used a gas as the working fluid. It has been shown that 
steady-state experiments using water do not predict the ob­
served turbulent vertical boundary layers or horizontal recir­
culating flows of building natural convection, even though the 
Rayleigh number and aspect ratio have been scaled properly 
(Olson et al., 1990). The steady-state water models also do not 
predict the proper temperature stratification levels. It is there­
fore possible that transient natural convection in building en­
closures cannot be extrapolated from the past transient models, 
which used water. 

Baines and Turner (1969) and later Worster and Huppert 
(1983) looked at the onset of flow, which is driven by a tur­
bulent source of buoyancy at the floor in the center of the 
enclosure. A plume rises to the ceiling and is then assumed to 
spread infinitely quickly horizontally to the enclosure vertical 
walls. The spread-out plume then flows downward at a velocity 
equal to the plume upward flow rate divided by the core area 
outside the plume. The core time constant is the time for the 
core fluid volume to circulate through the driving plume. The 

Nomenclature 

a = mean radiation absorption Re = 
coeficient t = 

A = area /* = 
AL = height-to-length aspect ratio T = 

= H/L Tc = 
A w = height-to-width aspect ratio 

= H/W rCBL = 
c = constant used in evaluating 

thermal time constants TH = 
cp — specific heat 
F = view factor from ceiling to 7HBL = 

floor 
g = acceleration to gravity Tm = 

Gr = Grashof number = Tss = 
g$(TH-Tc)H

l/v2 T0 = 
H = height of enclosure T\ = 
k = thermal conductivity 

kr = ceiling/floor radiation to T2 = 
wall convection = AaT^LF/ 
(£Nu) T3 = 

L = length of enclosure 
Pr = Prandtl number = v/a Vc = 
Ra = Rayleigh number = 

aS(7W- Tc)rt/va) 

Reynolds number = Vh/v 
time 
dimensionless time = t/Tconv 

temperature 
temperature of coldest wall 
in enclosure 
temperature of cold wall 
boundary layer 
temperature of hottest wall 
in enclosure 
temperature of hot wall 
boundary layer 
mean gas temperature 
steady-state temperature 
initial temperature 
experimental temperature of 
a specific thermocouple 
experimental temperature of 
a specific thermocouple 
experimental temperature of 
a specific thermocouple 
characteristic velocity = 
[gP(TH-Tm)H]i/2 or 
[gP(Tm-TH)H]V2 

W = 
X = 
Z = 
a = 
P = 

8 = 

Tbt 

Tth 

width of enclosure 
horizontal coordinate 
vertical coordinate 
thermal diffusivity 
coefficient of thermal expan­
sion 
boundary layer width 
dimensionless temperature = 
(T-TC)/(T„-TC) 
kinematic viscosity 
Stefan-Boltzmann constant 
thermal time constant for 
laminar boundary layer on a 
vertical wall 
convective time constant for 
enclosure = (H+2L)/VC 

time constant for core in an 
enclosure with laminar 
boundary layers 
measured experimental ther­
mal time constant 
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assumption of instantaneous horizontal spreading of the plume 
at the ceiling may be valid for tall enclosures but is questionable 
for shallow enclosures. For building enclosures, the steady-
state horizontal recirculation appears to exist over at least 60 
percent of the core height (Olson et al., 1990). 

Experimental Apparatus 
The experimental facilities were the same as those reported 

by Olson et al. (1990) in their steady-state natural convection 
experiments. One was a small-scale physical model containing 
R114, and the other was a full-scale room of a building. 

Physical Scale Model. The scale model was a 1:5.5 reduc­
tion of the full-scale room. The Rayleigh number and Prandtl 
number of air were matched by using a dense refrigerant gas, 
R114, as the scaling fluid. We note that a radiation to con­
vection conductance ratio (Olson et al., 1990), kr, is 20 for the 
full scale and 10 for the scale model. Thus, the radiation does 
not scale exactly. R114 was chosen for its high density, non-
toxicity, low cost, and 3.3°C boiling point at atmospheric 
pressure. The inner dimensions of the scale model were H = 
47 cm, W = 68 cm, and L = 136 cm, making AL = 0.35 and 
Aw = 0.69. All vertical walls consisted of 0.6-cm-thick alu­
minum plates (emissivity of 0.05). Electric resistance strip heat­
ers attached to the back side of one end wall were used for 
heating. Cooling water was circulated through copper tubes, 
soldered to the back side of the opposing end wall, when a 
cold wall was needed. The ceiling was a double-pane plexiglass 
window with a 2.5-cm-thick gap between the panes, and the 
floor was plexiglass (emissivity of about 1.0 for both). The 
walls, ceiling, and floor were surrounded with 15 cm of rigid 
polyurethane boards (R7.5 m 2 - °C/W). 

Wall surface temperatures were measured with 30 gage type 
T thermocouples imbedded in small holes in the aluminum. 
The uncertainty in TH and Tc was ±0.5°C. Temperatures in 
the interior were measured with a movable rake containing 
seven thermocouples (type T, 40 gage) arranged in a vertical 
line. The rake could be moved horizontally from endwall to 
endwall. Another thermocouple probe was mounted on the 
end of a 1.2-cm tube, which penetrated the test cell through 
the ceiling and could be be traversed vertically. Three ports 
were available in the ceiling to insert this probe. The endwall 
boundary layer temperatures were measured at midheight with 
probes that could be traversed across the boundary layer but 
not vertically. The hot wall probe was mounted on a fork 
assembly, which eliminated conduction errors, and was made 
of 0.025-mm-dia type T thermocouple wire, bead size ap­
proximately 0.075 mm. The frequency response of this probe 
was about 10 Hz. The opposing cold endwall boundary layer 
temperature was measured with a 40 gage thermocouple (bead 
size 0.25 mm) mounted on a similar fork assembly attached 
to the interior rake. The absolute uncertainty of the interior 
gas temperature was ±0.2°C, while the relative uncertainty 
from probe to probe was ±0.05°C. 

Flow motions were made visible by injecting light-reflecting 
smoke into the enclosure and illuminating the smoke with a 
planar light source. The smoke used was ammonium chloride 
(NH3C1) particles, mixed with R114 gas. The temperature of 
this gas was controlled so that it was neutrally buoyant. Il­
lumination and video recording of the flow motions was done 
through the ceiling after removing the top pieces of insulation. 

To generate a disturbance, a stirring mechanism was inserted 
into the interior through a port in the ceiling midway between 
the hot and cold walls. This mechanism was rotated for 4-5 
min using a 3/8 in. drill at about 600 rpm. The mechanism 
was a 35-cm-long rod with two 14-cm-long by 1-cm-wide vanes 
attached to the tip. When rotated by the drill, the vanes flipped 
up to a horizontal position. During rotation, the stirring mech­
anism was moved up and down by the drill. 

To heat the endwall rapidly, we applied a large pulse of 

electric power for a short period of time to increase the wall 
temperature quickly, then reduced the heat input to a lower 
steady value to maintain constant temperature. This heating 
cycle could change the hot wall from ambient temperature to 
80-90 percent of the steady-state value in about one minute. 
To cool the endwall rapidly, water was precooled in a reservoir, 
then pumped rapidly through the cooling tubes. The endwall 
cooling time constant was about two minutes. 

Full-Scale Room. The full-scale room was a rectangular 
room within = 2.5m, W = 3.9m,andZ, = 7.9m,constructed 
by Ferm (1985), making AL = 0.32 and Aw = 0.64. The 
effective insulating values of the floor, walls, and ceiling were 
R3.0, R2.8, and R11.5 (m2- °C/W), respectively. Electric ra­
diant heat panels were mounted on the inner wall surface of 
one of the 3.9-m-wide endwalls for heating. 1.6-mm-thick alu­
minum sheeting was attached to the heating panels to make 
the hot wall isothermal and reflective (emissivity of 0.05). The 
opposing 3.9-m-wide endwall was cooled by copper solar col­
lector panels (emissivity of 0.12), also mounted on the inner 
surface. Chilled water was pumped from a storage reservoir 
through the collector panels. 

The air temperatures in the full-scale room were measured 
with a vertical array of 24 gage type T thermocouples, uncer­
tainty ±0.3°C, mounted on a movable post. The post was 
located midway between the two side walls and could be moved 
from the hot to the cold wall from outside the room. Ther­
mocouples were attached to the hot and cold walls to measure 
their temperatures, with an uncertainty of ±1.0°C. A dis­
turbance was generated by a 50-cm-dia fan, displacing roughly 
2000 to 3000 cfm, which had been placed midway between the 
hot and cold walls. The fan was positioned 30 cm above the 
floor and facing the side walls. The fan was operated for about 
5 min to disturb the flow field. Flow visualization was not 
done. 

Experimental Procedure. Four different experiments were 
performed on the small scale model; three involved combi­
nations of rapid heating or cooling of the endwalls, and one 
was a mechanical disturbance of a steady-state flow. A single 
experiment was performed on the full-scale room, which was 
the mechanical disturbance of a steady-state flow. The exper­
imental conditions are summarized in Table 1. During a tran­
sient heating experiment, the hot wall was heated to about 
10°C above ambient temperature, and during a transient cool­
ing experiment the cold wall was cooled to about 10°C below 
ambient temperature. Based on TH- Tc at the completion of 
the experiment, this corresponds to a steady-state Ra of about 
2.5 XlO10. The uncertainty on the Rayleigh number was ±5 
percent. A range of Rayleigh numbers for each type of ex­
periment was not tested. For all experiments except experiment 
1, Ra was varied from 2.5 to 2.9 x 1010. If Ra were based on 

Table 1 Summary of transient experiments in an empty enclosure 
Wall Temperatures C"C) 

Expt. Type of 
# Experiment 

Model Initial Final Ra rconv
( 

Size T, Tc T„ Tg xlO" Pr (a) 

1 Transient Heating, Small, 22.5 22.3 36.9 22.5 1.54 0.80 6.46 
No Cooling R114 

2 Mechanical Dlstur- Small, 32.5 9.2 32.3 9.1 2.51 0.80 7.12 
bance R114 

3 Mechanical Distur- Large, 26.0 8.7 26.0 8.7 2.92 0.71 17.3'2' 
bance Air 31.0»> 

4 Steady Heating, Small, 36.8 23.2 35.8 10.4 2.70 0.80 6.85 
Transient Cooling R114 

5 Transient Heating, Small, 18.3 9.3 32.0 9.1 2.48 0.80 7.15 
Steady Cooling R114 

(1) Calculated from eq (4). 
(2) T„-22.2"C; this is for cold wall and floor region. 
(3) Tm-22.2°C; this is for hot wall and ceiling region. 
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TH~ Tm instead of TH— Tc, the range for all experiments (in­
cluding #1) would be 1.25 to 1.5 x 1010. An experimental run 
continued for about 1 h after it was initiated, much longer 
than the convective or thermal time constants of the interior 
flow. Each experiment was repeated several times with the 
flow visualization system and temperature probes in different 
locations. 

Experimental Results 
Response Due to a Single Heat Transfer Wall. The manner 

by which a natural convection flow develops is seen by ex­
amining the flow visualization results for experiment 1 on the 
small-scale model. One endwall was heated rapidly and the 
opposing endwall was adiabatic. Prior to heating the wall, all 
walls and the gas were isothermal. A cloud of smoke was 
injected next to the vertical wall before heating it. After waiting 
for the motions produced by the injection to decay, the power 
to the hot wall heaters was turned on. The ensuring motions 
of the smoke are shown in Fig. 3, which contains sketches of 
the observed flow patterns at several times into the experiment. 
Each sketch is marked by the absolute time, /, and the di-
mensionless time, t*, where the dimensionless time is the ab­
solute time divided by the convective time constant: 

t*=t/T„ (3) 

The convective time scale used is discussed below. The uncer­
tainty on the time for the flow to look as sketched is ± 10 
percent. 

Almost as soon as the heating started (within a few seconds) 
vertical motion next to the wall was observed. Because this 
motion occurs before the hot wall has achieved a steady-state 
temperature, this heating cycle cannot be termed "instanta­
neous" compared to the vertical boundary layer time constant. 
At about 10 s into the transient (Fig. 3a), the smoke began to 
push across the ceiling. At 40-60 s (Fig. 36) the smoke had 
nearly reached the opposing vertical wall. At 70-90 s (Fig. 3c) 
the secondary flow had become visible below the primary hor-

Hot t ~ 10-20S 
t*~ 1.5-3 

Figure 3a 

Figure 3b 

Hot 
^c: 
t - 7 0 - 9 0 s 
t* ~ 12 - 15 i 

Figure 3c 

Figure 3d 
Fig. 3 Development of flow patterns In response to sudden heating of 
one vertical wall in small-scale apparatus (experiment 1) 

izontal flow. After 3 min. (Fig. 3d), the full recirculating flow 
pattern looked nearly identical to that seen at steady state (Fig. 
2) in the top half of the enclosure. All of the smoke cloud 
injected next to the heated wall was eventually entrained into 
the vertical boundary layer, and no motion was seen in the 
lower half of the enclosure. 

Close examination of the vertical boundary layer next to the 
hot wall indicated that the boundary layer was laminar rather 
than turbulent. The path-lines of the smoke next to the surface 
were vertical and parallel to it, with no random motion or 
disorder that characterizes turbulence. Additional smoke in­
jected 7 min after the heating commenced also revealed a 
laminar boundary layer. This is in contrast to the turbulent 
boundary layer, which occurs at steady state with a vertical 
hot wall opposing a vertical cold wall (Fig. 2). 

The same experiment was repeated with the smoke injected 
at other locations in the enclosure. Regardless of the injection 
location, or how long observations were continued after heat­
ing was initiated, the horizontal flow loop along the ceiling 
developed in the fashion shown in Fig. 3, and no flow was 
observed near the floor. Although motion was not observed 
with this flow visualization technique in the lower half of the 
enclosure, continuity requires that the vertical boundary layer 
entrain fluid along its height and set up a horizontal flow near 
the floor. Core velocities on the order of 1 mm/s would be 
expected due to entrainment, equivalent to the length of the 
enclosure divided by Tcore. 

The reverse set of boundary conditions was also tested; that 
is, a transiently cooled endwall with the opposing wall adi­
abatic. In this case, the horizontal flow loop developed along 
the floor and flow was not observed near the ceiling. In both 
of these configurations, steady-state conditions were never truly 
achieved, since the heat flow at the walls was unbalanced and 
the enclosure temperatures drifted up (or down) with time. 
However, the flows patterns did not change qualitatively after 
the secondary flow returned to the driving vertical wall. The 
dominant flow time constant therefore appears to be a con­
vective one, which is the time for the fluid to flow up through 
the vertical boundary layer and through the horizontal flow 
loop. 

As the flow development appears to be convection domi­
nated, we propose a convection time constant to scale time. 
The characteristic length scale is the distance traveled up the 
vertical wall and through the horizontal flow loop, or H+ 2L. 
The velocity scale is the characteristic buoyant velocity in the 
steady-state vertical wall boundary layers, Vc. Steady-state nat­
ural convection experiments (Olson et al., 1990) show that 
both the vertical boundary layer velocities and the horizontal 
flow velocities scale well with Vc. Or, 

TQom = (H+2L)/Vc, 

with Vc=lgp(TH-Tm)H]1 
(4) 

The uncertainty on Tconv is ± 3 percent for the small scale, and 
± 14 percent for the large scale. For experiment 1, rconv is about 
6.5 s. For comparison, the boundary layer time constant (Eq. 
(1)) is 1 s, the core time constant (Eq. (2)) is 15.6 min, while 
a diffusive time constant (H2/a) is 31 h. Referring to Fig. 3, 
the flow is established at t* = 30. Since the velocity over most 
of the horizontal portion of the convection length is of the 
order of 0.1 Vc, it is not surprising that the flow takes several 
multiples of 10XTconv to become steady. 

This simple transient experiment indicates that the core can 
be split conceptually into two separate regions, each substan­
tially unaffected by the flow in the other region. Each hori­
zontal flow loop is driven by the upstream vertical wall 
boundary layer; the ceiling loop requires a heated vertical wall, 
and the floor loop requires a cooled vertical wall. If the up­
stream vertical wall is not "active," there will be no significant 
motion in the "downstream" core region. The vertical wall 
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Fig. 4 Temperature response of the scale model tor transient heating 
with no cooling (experiment 1); interior probe locations: THBL: X/H = 0.004, 
Z/H = 0.5; r,: X/L = 0.5, Z/H = 0.98; r2: XII = 0.96, ZIH = 0.96 

conditions downstream of the horizontal loops have little effect 
on the horizontal flow. 

Temperatures measured during experiment 1 (the rapidly 
heated wall with the opposing endwall adiabatic) are shown 
in dimensionless form in Figs. 4 and 5. Figure 4 is a trace of 
temperature versus time for probes located on the hot wall, in 
the hot wall boundary layer (X/H = 0.004, Z/H = 0.5), and 
two locations near the ceiling, denoted Tx (X/L = 0.5, Z/H 
= 0.98) and T2 (X/L = 0.96, Z/H = 0.96). The nondimen-
sional temperature is referenced to the adiabatic endwall tem­
perature since there was no cooling. The boundary layer 
temperature tracked the hot wall temperature very closely until 
the boundary layer temperature reached about 0.5; for later 
times the boundary layer temperature was roughly constant. 
This is believed to be a result of the vertical boundry layer 
having reached a steady temperature profile. (The value of 8 
= 0.5 is due to the location of the probe; if the probe were 
closer to or farther from the wall the temperature at steady 
state would be different.) Some fluctuations were measured in 
the early part of the transient, but these were smaller in mag­
nitude than those observed by Olson et al. (1990) in the tur­
bulent boundary layer of the steady-state enclosure, which were 
at least 30 percent of TH—Tm. The temperatures along the 
ceiling rose very slowly, although at X/L = 0.5, there appeared 
to be a slight jump at about 1 min, which could correspond 
to the horizontal flow front passing the probe. 

Vertical temperature profiles are shown for equally spaced 
times in Fig. 5. Seven probes were positioned in a vertical line 
halfway between the two endwalls (X/L = 0.5); the top half of 
the figure shows time increments of about 1 min (t* = 9), and 
the bottom half of the figure is for time increments of about 
4 min (t* = 36). The temperatures in the top 20 percent of the 
core increased rapidly in the first couple of minutes, then 
gradually drifted up. This was the region within the ceiling 
flow loop. This indicates a thermal time constant that is qual­
itatively similar to the convective time constant. Temperatures 
in the lower half of the core drifted up gradually for all times; 
since the only horizontal flow was due to boundary layer en-
trainment, the thermal time constant in this region should be 
different from the convection time constant (Eq. (3)). The 
gradual drift in temperature with time in the lower core for 
all times and in the upper core after the development of the 
horizontal flow loop is due to the imbalance of heat flow at 
the vertical walls. 

Response Following a Disturbance. Results from experi­
ments on both the small and large scale (experiments 2 and 3, 

Z/H 

Earjy Times 

•TOO 

z/H 

Fig. 5 Scale model vertical temperature profiles for transient heating 
with no cooling (experiment 1) at X/L = 0.5 

respectively) for the response following a mechanical stirring 
of the gas were used to verify the accuracy of the scale model 
for transient conditions. Prior to the disturbance, a steady-
state natural convection flow was established with an iso­
thermal vertical hot wall opposing an isothermal vertical cold 
wall. The disturbance left the temperatures of all six walls 
unchanged, while equalizing the temperature of the fluid in 
the core. This type of experiment was a method of imposing 
the wall temperatures of the true steady-state flow instanta­
neously on an enclosure volume, with internal temperatures 
and flow patterns very different from the steady condition. 
The transient behavior after the disturbance stops will be due 
to the fluid accommodating itself to the steady wall temper­
atures, with no further drift in wall temperatures with time. 
We emphasize that the flow velocities were not zero when the 
disturbance stopped. 

Flow visualization in the small-scale disturbance test (ex­
periment 2) indicated the same mechanism for the flow de­
velopment as for the transient hot wall test (experiment 1). 
Smoke was injected before the disturbance started, during the 
disturbance, and after the disturbance ended. Before the dis­
turbance, the flow pattern was as shown in Fig. 1. When 
viewing at the location of the stirring mechanism (X/L = 0.5), 
upon disturbing the flow with the stirring vanes, the horizontal 
flow loops were overwhelmed by the mechanical disturbance. 
About 40 s (t* = 6) after the disturbance stopped, wisps of 
smoke in the ceiling layer were visible moving from the hot 
wall to the cold wall at X/L = 0.5. At about 1 min 20 s (t* = 11), 
smoke was first seen at X/L = 0.5 in the ceiling layer returning 
from the cold wall to the hot wall. By this time, the flow speed 
and layer thickness looked very similar to that of steady-state 
flow. Since the time for the natural convection flow loop to 
first be seen again was on the order of several convective time 
constants, it appears convection dominated the flow devel­
opment. 

The thermal time constant can be evaluated by examining 
the temperature measurements before, during, and after the 
disturbance transient. Figures 6 and 7 are plots of temperature 
versus time for the disturbance tests in the scale model and 
the full-scale room, respectively. Temperature measurements 
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Fig. 7 Temperature response of the full-scale room during the recovery 
from a mechanical disturbance (experiment 3) at X/L = 0.6 

are shown for the vertical array of thermocouples for the small 
scale at horizontal location X/L = 0.93 (the probes were placed 
here to avoid obstructing the stirring mechanism) and for the 
large scale at X/L = 0.6. Temperatures for the large scale are 
shown for the upper half of the enclosure only due to limi­
tations in the number of channels that could be recorded on 
the data acquisition system. For both experiments, the dis­
turbances were strong enough to overwhelm the steady-state 
natural convection, as evidenced by the temperature for all 
heights reaching a uniform level during the disturbance. After 
the disturbances were discontinued, the temperatures returned 
to their previous levels after only a few minutes, perhaps 3-
5 min in the scale model and 5-10 min for the full scale. 
Especially noticeable in the scale model, the temperatures near­
est the floor and ceiling seemed to reach steady state first, 
locations that would be within the horizontal flow layers. For 
the small scale, the thermal time constant was on the same 
order as the flow establishment time constant observed in flow 
visualization. 

A more quantitative estimate of the experimental thermal 
time constant, rth, was made by examining the individual ther­
mocouple traces, and defining the time constant as the time 
for the temperature to return to within e~l of the "steady-
state" temperature. Or, 

I^h_Zo=1_e-> (5) 
* ss — 1 0 

Table 2 Time constants for the mechanical disturbance experiments 

Expt. Time Constants (min) 
# Model Size r t h<» r c o n v ' » r t h / r c o n v 

2 Small, R114 1.56±0.7 0.12 13.1±6.2 

3 Large, Air, 5.04±2.9 0.52 9.7±5.6 
Ceiling Region 

3 Large, Air, 3.51+1,8 0.29 12.2±6.1 
Floor Region 

(1) Measured in experiment from temperatures. 
(2) Calculated from eq (4). 

where 7^ = the steady-state temperature of the probe, 
7o = the temperature immediately after the disturb­

ance is discontinued. 

Averaging the time constants calculated for the individual 
probes over the height of the enclosure gives an estimate for 
the entire core. The disturbance test for the large scale was 
repeated with the probes placed in the lower half of the core. 
Table 2 lists these measured thermal time constants for the 
large and small scale, along with the convective time constants 
obtained by the scaling arguments. Also listed is the ratio of 
the measured thermal time constant to the convective time 
constant. In the large scale, since the mean core temperature 
was higher than the average of the hot and cold wall temper­
atures, convective and thermal time constants were calculated 
for both the hot wall/ceiling region, and the cold wall/floor 
region. The large uncertainties in the thermal time constants 
are due to the fluctuations in the gas temperatures (seen in 
Figs. 6 and 7). 

Since the ratios of the measured thermal to convective time 
constants for the small and large scale agree to within exper­
imental uncertainty (on the order of 10 for both), the small 
scale is a valid transient model of the full scale. Also, since 
the time constant ratios in Table 1 are of the same order as 
the dimensionless time for flow development (t* - 30), it 
further confirms the thermal behavior, even in the core, is 
driven by a convective time scale rather than a diffusive time 
scale. 

We note that although the natural convection has been scaled 
between the two models, radiation heat transfer is significant 
between the ceiling and floor and is not scaled. For the small 
scale, we estimate that 77 percent of the heat added at the 
vertical wall was radiated from the ceiling to the floor; for the 
large scale the same radiated heat was 62 percent. However, 
the agreement in the ratio of thermal to convective time scales 
for the two models indicates that this lack of radiation scaling 
is not significant in determining the transient behavior. 

Figure 8 shows the vertical temperature profiles in the small 
scale (experiment 2) for several equally spaced times after the 
disturbance was turned off. The probes were located at X/ 
L = 0.8. The top half of the figure shows the vertical profiles 
at time intervals of about 0.6 min (t* = 5), and the lower figure 
shows the profiles at intervals of about 2.5 min (/* = 21). The 
figure shows the re-establishment of the core temperature pro­
file after only a few minutes, corresponding to a several mul­
tiples of the convective time constant. 

Response Due to Two Heat Transfer Walls. In experiments 
4> and 5, one endwall had been either hot or cold at steady 
temperature for several hours while the opposing wall was 
adiabatic. The previously adiabatic endwall was then cooled 
or heated rapidly. Due to the vertical wall conditions before 
the transient, one of the core horizontal flow loops was active 
while the other was absent. The rate of change of gas tem­
peratures before the transient, due to an imbalance of heat 
added and removed, was approximately 0.2 to 0.4°C/h. 

Flow observations show that the development of the hori­
zontal flow loop in response to the vertical wall transient is 
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Fig. 8 Scale model vertical temperature profiles for the recovery from 
a mechanical disturbance (experiment 2) at X/L = 0.8 

Fig. 9 Temperature response of the scale model for transient cooling 
with steady-state heating (experiment 4); THBL: X/H= 0.004, Z/H =0.5; r,: 
X/L = 0.5, Z/H = 0.98; r2: X/L = 0.5, Z/H = 0.5; r3: X/L = 0.5, Z/H = 0.02 

again convection dominated. With the transient heating of the 
hot wall (experiment 5), the ceiling loop achieved what looks 
like steady-state conditions in a few minutes, corresponding 
to f* — 30. Flow visualization for two active walls indicated 
that the vertical wall boundary layers were turbulent (which 
occurs in the steady-state flow of Fig. 1) instead of laminar 
as in the transient configuration with one endwall active. 

Figure 9 shows a temperature versus time history for ex­
periment 4, the configuration with transient cooling and steady-
state heating. Shown are temperatures of the cold wall, the 
hot wall boundary layer, and three vertical positions in the 
core at X/L = 0.5 {Z/H coordinates are given in the figure 
caption). Before endwall cooling began, there were no fluc­
tuations in the hot wall boundary layer temperature. In re­
sponse to the cooling, the hot wall boundary layer temperature 
began to fluctuate with an amplitude of about 30 percent of 
TH- Tm, similar to the fluctuations observed during steady-

state conditions. Note that there has been no change in the 
hot wall boundary conditions to cause the fluctuations. This 
boundary layer fluctuation began about one minute after in­
itiating the cooling, which should be about the time that the 
floor horizontal jet reached the bottom of the hot wall. The 
hot wall thermocouple was well above the vertical location 
where the upflowing horizontal floor jet formed a return layer 
to the cold wall. The transition from steady temperatures to 
highly fluctuating temperatures was also observed in the cold 
wall boundary layer for experiment 5. In this experiment, end-
wall cooling was steady and heating was begun rapidly. 

The character of the vertical boundary layer, then, appeared 
to be related to whether or not a horizontal flow was ap­
proaching from "upstream." Presumably, the approaching jet 
flow had enough momentum to trip the vertical boundary layer 
from laminar to turbulent. An estimate of this effect was made 
by comparing the Reynolds number of the approaching hor­
izontal jet to the vertical boundary layer Reynolds number. 
For a vertical natural convection boundary layer in an isolated 
fluid, transition to turbulence occurs anywhere from Gr = 108-
1010 (Rohsenow and Choi, 1961). An effective Reynolds num­
ber of this flow can be estimated using the boundary layer 
width and velocity of laminar flow (Bejan, 1984). For P r < 1: 

5~///(RaPr)1 / 4 , 

V~[gP(TH-Tc)H]U2, 

Re ~ Vb/v - (Ra1/4)/(Pr3/4). 

(6) 

(7) 

(8) 

For this Rayleigh number, Re of the laminar vertical boundary 
layer is on the order of 300. For the approaching horizontal 
flow, based on the jet velocity and thickness, Re is 500 to 1500. 
If the boundary layer in the absence of the approaching jet is 
laminar, the Reynolds number of the approaching floor jet 
seems enough higher so that transition to turbulence is assured. 

Cheesewright and Zial (1986), in a steady-state experiment 
with air in a tall enclosure with hot and cold vertical walls (AL 

= 6, R a - 1010), also speculated that the turbulent temperature 
characteristics at the bottom of the hot wall boundary layer 
were carried over from the cold wall. The absence of a strong 
horizontal flow approaching the vertical boundary layer to 
promote turbulence could explain why Nansteel and Greif 
(1981) or Bohn et al. (1984) did not see turbulent boundary 
layers in steady-state water experiments with Ra~ 10 . 

We do not believe that the laminar or turbulent character 
of the wall boundary layers was due to differing stratification 
levels in the core, core temperatures changing with time, or 
the wall-to-core temperature difference. Using a linear stability 
analysis, Jaluria and Gebhart (1974) showed that ambient strat­
ification tended to delay the onset of transition to turbulence 
for a vertical natural convection boundary layer. However, 
the transition from laminar to turbulent flow in experiments 
4 and 5 occurred much more quickly than did changes in the 
core temperatures or stratification levels. This can be seen by 
comparing core temperatures Tx and T2 to THBL in Fig. 9. 
Hence both laminar and turbulent flow could occur for the 
same wall temperature and core temperature, the difference 
being the absence or presence of the incoming horizontal flow. 
In addition, for the steady-state experiments of Olson et al. 
(1990), turbulent vertical boundary layers were observed at the 
lowest Ra tested, R a = 1 . 3 x l 0 1 0 (Ra = 0.65x 1010 based on 
TH~ Tm). Experiment 1 of this work had laminar vertical 
boundary layers, even though the Rayleigh number and wall-
to-core temperature difference was twice that of the steady-
state experiment. 

Profiles of temperature versus height for the core during 
transient cooling with the opposing endwall at steady-state 
heating (experiment 4) are shown in Fig. 10. The probes are 
located at X/L = 0.5. Most of the change in temperature 
occurred in the lower part of the core, which was expected 
since the ceiling flow loop was established before the cooling 
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Fig. 10 Scale model vertical temperature profiles for transient cooling 
with steady-state heating (experiment 4) at X/L = 0.5 

began. The accommodation of the temperatures to the new 
wall boundary conditions occurred after several increments of 
the convective time constant. A curious observation is that the 
temperature at Z/H= 0.85 appeared to rise slightly in response 
to the cooling of the cold wall. Pure speculation is that the 
cold wall may have some very minor effect on the ceiling flow 
loop; perhaps the primary ceiling jet thickens somewhat due 
to entrainment from the cold wall, and a probe that was pre­
viously within the cooler return layer is now inside the warmer 
primary layer. A similar effect was observed at height Z/H = 
0.1-0.2 (near the floor) for transient heating and steady-state 
cooling; the temperature remained steady or dropped in re­
sponse to transient heating. 

Conclusions 
Two kinds of transient natural convection experiment were 

performed: the establishment of steady-state convection start­
ing from a well-mixed, isothermal gas with isothermal opposing 
endwalls at different temperatures; and the change in convec­
tive flow due to a sudden change in the temperature of one 
vertical endwall. All experiments indicated that the dominant 
time constant was a convective one. For both the large and 
small-scale experiments, the time constant was approximately 
the time for flow to travel up (or down) the adjacent vertical 
wall and through the horizontal flow loop. This time is on the 
order of 5-10 min for a room, which means natural convection 
flows re-establish themselves relatively quickly once a forced 

convection disturbance is stopped. This suggests that natural 
convection is important as a transport mechanism and in es­
tablishing comfort levels in many practical building situations. 

Since we did not test a wide range of Rayleigh numbers, we 
do not know how extensive this time scaling is. However, 
steady-state experiments indicate the convective behavior does 
not change from Ra= 1.3 to 3.4x 1010; hence over this range 
in Ra we are confident the transient behavior is the same as 
that reported here. 

The transient experiments confirmed that the horizontal flow 
loops were driven solely by the vertical boundary layer on the 
wall upstream, and were unaffected by the condition of the 
vertical wall downstream. The nature of the vertical boundary 
layer, however, was coupled to the horizontal flow upstream 
of it. For these flow conditions and room geometries, if there 
was a horizontal flow approaching the vertical wall, the bound­
ary layer on the wall was turbulent. If there was no approaching 
flow, the boundary layer was laminar. 

Finally, the agreement in scaled temperature profiles be­
tween the small and large-scale experiments for the disturb­
ance-type transients confirms that a 1:5.5 scale model using 
Rl 14 can accurately reproduce the transient behavior of build­
ing enclosures. 
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Factors Affecting Nugget Growth 
With Mushy-Zone Phase Change 
During Resistance Spot Welding 
An unsteady, axisymmetric model is first proposed to investigate extensively effects 
of the physical, thermal, and metallurgical properties and welding conditions on 
nugget growths with mushy-zone phase change during resistance spot welding. The 
electromagnetic force, joule heat and interfacial heat generation, and cooling effects 
of electrodes are taken into account. Fluid patterns, temperature fields, and solute 
distributions in the liquid, solid, and mushy zones are determined. Results show 
that the computed nugget growths and temperature fields are consistent with ex­
perimental data. Variations of properties strongly affect the nugget growth. The 
maximum velocity in the weld nugget is found to be small and around 5 mm/s. 

Introduction 
Resistance spot welding has been widely used in joining 

workpieces. The materials to be joined are brought together 
under pressure by a pair of electrodes (see Fig. 1). A high 
electric current (usually greater than 8000 amp) passes through 
the workpieces between the electrodes and melts the weldments. 
Workpieces are thus joined as solidification of the weld pool 
occurs. Resistance spot welding is, therefore, a complicated 
process involving interactions of electrical, thermal, and 
metallurgical phenomena. 

Heat transfer analysis is essentially required to investigate 
resistance spot welding. Nied (1984) proposed a highly flexible 
unsteady heat-conduction model and used the ANSYS finite-
element computer code to determine temperature changes. The 
available numerical results were then applied to calculate de­
formation of electrodes and workpieces. Gould (1987) utilized 
a metallographic technique to measure weld nugget growths 
and developed a one-dimensional thermal model for compar­
ison. Due to the breakdown of oxide layers and other insulating 
contaminants at the faying surfaces (Dickinson et al., 1980), 
electric contact resistance was assumed to be a linearly de­
creasing function of temperature. It was found that the pre­
dicted results exhibited a correct trend for the nugget 
development. 

Wei and Ho (1990) modified the model of Gould (1987) to 
evaluate interfacial heat generation and joule heat. By ac­
counting for effects of phase change, computed results showed 
surprisingly good agreement of the nugget thickness, nugget 
growth, and shape of the fusion zone with experimental data. 
Although the predicted nugget growths and temperatures have 
been achieved satisfactorily (Nied, 1984; Cho and Cho, 1989; 
Han et al., 1989; Wei and Ho, 1990), it is believed that the 
successes may be due to compensating effects of many un­
known parameters, as can be seen later. 

Recently, Alcini (1990) measured temperatures in the weld 
nugget by using headless microthermocouples. Temperatures 
in the liquid nugget zone were found to be very uniform. Hence, 
it was concluded that strong convection occurred within the 
liquid nugget and the proposed swirling pattern was believed 
to be caused by a magnetic force. The importance of convec­
tion, however, appears to be questionable due to axisymmetry 
in shapes and forces for a resistance spot welding. For the sake 
of clarification, convection will be considered in this study. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 27, 
1990. Keywords: Materials Processing and Manufacturing Processes, Phase-
Change Phenomena, Transient and Unsteady Heat Transfer. 

Workpieces usually contain alloying elements. Melting or 
solidification of multiconstituent systems, unlike that of pure 
substances, is characterized by the existence of a multiphase 
or mushy region that separates the pure solid and liquid re­
gions. Properties of the mushy zone control the microstructure 
and strength of workpieces. Savage et al. (1965) observed the 
microstructure and determined the conditions for occurrence 
of the mushy zone in resistance spot welding. A general un­
derstanding of the growth of the mushy zone as a function of 
the thermal, physical, and metallurgical properties and welding 
conditions, which are grouped by dimensionless parameters, 
however, has not been presented. Which factors they are and 
how these factors affect resistance spot welding will be inves­
tigated in this study. 

In the present work, a continuum model, developed by Ben-
non and Incropera (1987), is used to predict the weld nugget 
growth by accounting for momentum, heat, and species trans­
ports in a binary solid-liquid phase-change system. A clearer 
understanding on resistance spot welding will be provided. 

System Model and Analysis 
Resistance spot welding is shown schematically in Fig. 1, as 

described previously. In this study, a cylindrical coordinate 
system is adopted to determine unsteady, axisymmetric mo­
mentum, energy, and species transport between solid, liquid 
and mushy zones. The major assumptions made are the fol­
lowing: 

1 A uniform and axial electric current density is assumed 
for simplicity. Joule heat in the mushy zone is evaluated by 
using a mass-averaged electrical conductivity. Interfacial heat 
generation is, in fact, strongly affected by the pressure exerted 
by the electrodes and the surface condition of the workpieces. 
These factors, unfortunately, are very uncertain. A simple way 
to account for these_ factors is to introduce an effective heat 
transfer coefficient he at the contact surface between the elec­
trode and the workpiece. Cooling effects and interfacial heat 
generation resulting from the workpiece-electrode contact thus 
can be determined. On the other hand, heat generation at the 
faying surface can be considered as a volumetric heat source 
with a small effective thickness ef (Wei and Ho, 1990). By 
increasing electrode pressure the effective thickness is de­
creased and interfacial heat becomes more concentrated. The 
contact resistance at ambient temperature, R0, however, is 
reduced. Contact resistance also varies with temperature. In 
this study, contact resistance is assumed to decrease linearly 
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Fig. 1 Resistance spot welding process and coordinate system 

with temperature to a first approximation, as suggested by 
Gould (1987) and Wei and Ho (1990). 

2 Convection is considered. Darcy's law, which suggests that 
phase interaction forces are proportional to the liquid velocity 
relative to the velocity of the porous solid, is assumed to be 
applicable for modeling laminar momentum and energy trans­
fers in the mushy zone (Ridder et al., 1981). 

3 The workpieces are binary alloys. The solid and liquid in 
the mushy zone are assumed to be in a local thermal and phase 
equilibrium to a first approximation. The local equilibrium, 
however, does not preclude the existence of nonequilibrium 
conditions on a macroscopic scale (Bennon and Incropera, 
1987). The solute diffusion in solid is also neglected due to a 
small solute diffusivity coefficient. 

4 Properties of the liquid, solid, and mushy phases are as­
sumed to be homogeneous and isotropic. Thermophysical 
properties are constant but different between phases. 

Governing Equations. With the above assumptions, the con­
tinuity and momentum equations (Bennon and Incropera, 1987) 
become, respectively, 

dpu„ 
dt 

yt+V'(PYm) = 0 

+ V(pVm«B 1)=PrVOoVM I B) 

(1) 

p(\-g,Y dp 
Dag/ dz 

+ Pr2Gr[0o(r- Trt) + ^ o ( / 7 - / ? , r = 7 s o l ) ] (2) 

N o m e n c l a t u r e 

B = dimensionless parameter 
defined in equation (4) 

B = magnetic flux vector, 
We/m2 

Bia, Bie = Biot number; Bia = hare/ 
ks, Bic = here/ks 

c, C = specific heat and specific 
heat ratio; C = c/c, 

D = solute diffusivity, m /s 
Da = Darcy number, defined in 

equation (4) 
E = dimensionless electric con­

tact resistance parameter 
defined in equation (10) 

F, Fr = force vector and compo­
nent in r direction, N/m3 

/ = mass fraction of liquid or 
solid 

F0 = dimensionless parameter 
defined in equation (4) 

/ " = normalized solute mass 
fraction = fa/fa

m,0 

fa = solute mass fraction 
fm.o = initial solute content 

g = volume fraction (= / f o r 
equal density between 
phases), or gravitational 
acceleration 

Gr = Grashof number defined in 
equation (4) 

h = enthalpy = h/hf 
ha, he = heat transfer coefficient, 

W/m2-K 
hf = fusion latent heat at eutec-

tic point, J/kg 

/ = welding current, amp 
j = electric current density, 

amp/m2 

k, K = thermal conductivity and 
mixture thermal conductiv­
ity; K = g, + gsKh 

KD = permeability, m2 

Kh = thermal conductivity ratio 
= ks/ki 

kp = equilibrium partition coef­
ficient 

KQ = permeability constant, m2 

I, L — double workpiece thick­
ness; L = l/re 

La = dimensionless joule heat, 
defined in equation (4) 

m = liquidus and solidus line 
slope parameter 

p = pressure = prl/ppi} 
Pr = Prandtl number 

r = radial coordinate = r/re 

R = csT0/hf 

re = electrode radius, m 
Rf, R0 = electrical contact resistance 

at any temperature and 
ambient temperature; Rf = 

Rf/Ro 
Sc = Schmidt number 

t = time = fa/r2. 
T, Te = temperature and eutectic 

temperature; T = f/f0 

Tm, T0 = melting and initial tempera­
ture 

u = radial velocity = ure/at 

v = axial velocity = vre/a/ 

V = velocity vector 
z = axial coordinate = z/re 

a — thermal diffusivity, m2/s 
@s, $T = solutal and thermal expan­

sion coefficient 
5iiq, 5soi = dimensionless thickness of 

region surrounded by liq­
uids and solidus line at 
r = 0 

ef = effective thickness of heat 
source at faying surfaces, 
m 

d0 = dimensionless parameter 
defined in equation (4) 

Ho, Hr = free and relative magnetic 
permeability, N/amp2 

v = kinematic viscosity, m2/s 
p = density = p/pi 
a = electrical conductivity = 

o/os = gs + gfli/os 
E = dimensionless parameter 

defined in equation (10) 

Superscripts 
a = solute 

= dimensional quantity 

Subscripts 
/ = liquid 

liq = liquidus 
m = mixture 
s = solid 

sol = solidus 
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dpvn 

dt 
+ V'(pVmvm)=PrV(pWm) 

-Pr 
P(l-g,f 

(v,„-vs)-
dp 

La 
Dag] """ "' dr ~"2TT' 

where the dimensionless parameters are defined as 

(3) 

Pr = - , Da = ~2, Gr = -2 , 60 = ̂  ¥, 
a. 

„ Ps(fl,e~fm,o) J, fmfl 
o= „ .JS. ST" , rn = 

@T( Tsol - Te) f"e-/m,o 
La ' ~ 2 

Pfitl 
(4) 

The second terms on the right-hand side of equations (2) and 
(3) are related to interactions between phases in the porous 
mushy zone. The isotropic permeability, according to the Koz-
eny-Carman equation, is 

K Ko8' (5) 

Equation (5) is generally considered valid in the laminar flow 
regime and applicable in this case as can be seen later. The 
last terms in equations (2) and (3) represent the buoyancy force 
resulting from the temperature and composition differences 
and electromagnetic force, respectively. The electromagnetic 
force can be found to be (Shercliff, 1965) 

F = j x B (6) 

where the magnetic flux B can be calculated from Ampere's 
law 

B 
v x — = j (7) 

By substituting equation (7) into equation (6), the electro­
magnetic force becomes 

Fr=-
PoM2r 

(8) 

In view of phase change in the mushy zone, the enthalpy 
formation for the energy equation can be conveniently used 
(Bennon and Incropera, 1987) 

dph„ 
dt 

l+V-(p\mhm)=Cv>(,KVhm) + Cv.[Kv(hs-hm)] 

V-b.(A/-AJ(V, 
LaERf LaY. 

-V,)]+ / + — r (9) 
•w air 

where 

and 

S = a, 

r^h/ffsHoHr 
(10) 

hs = RT; h, = RCT+R(\-C)Te+\ (11) 

The first two terms on the right-hand side of equation (9) 
represent the net Fourier diffusion flux; the third term is the 
energy flux associated with relative phase motion. The fourth 
term suggested by Wei and Ho (1990) is related to heat gen­
eration at the faying surface. As mentioned previously, the 
dimensionless electrical contact resistance at the faying surface 
can be expressed by 

Equation (12) indicates that contact resistance is a linearly 
decreasing function of temperature and it vanishes when the 
full-liquid weld pool occurs. The last term in equation (9) is 
joule heating occurring in the bulk workpieces. 

The conservation requirement for species a is 

Journal of Heat Transfer 

~f+ v.(Pv,„/«)=^ v.(p/,v/«) 
at Sc 

+ f̂  V.[p/,V </?-/«)] 

- V « | p ( / 7 - / S i ) ( V m - V , ) ] (13) 

where the Schmidt number Sc = vy/D"' 

Boundary and Initial Conditions. The top workpiece surface 
is assumed to remain solid during the welding process 

um=vm = 0, fa
m=\ z = L, 0<r<<» 

The heat loss to the top electrode is 

ohn 

bz 
•Bie(hm-R) 0 < r < l 

(14) 

(15) 

and heat transfer loss to the surroundings is 

!</-<oo -d^Bia(hm-R) 
az 

(16) 

Similarly, boundary conditions for the bottom workpiece are 

um = vm = 0, fm=\ z = 0, 0 < r < o o (17) 

~=me(hm-R) ()</•<i 
az 

^ = ma(hm-R) l<r<co 
dz 

(18) 

(19) 

The axisymmetric boundary conditions at r = 0 are 

^ = 3 = 4 ^ = 0 ,= 0, 0*X*L (20) 
dr dr dr dr 

The initial temperature and temperatures of workpieces far 
from the weld nugget remain at the surrounding temperature 

um=vm = 0, fa
m=l, hm = R r - « , 0 < z < L (21) 

Temperature/Enthalpy Relationships. Temperature can be 
determined provided that enthalpy is known. As illustrated in 
Fig. 2, the liquidus and solidus curves can be approximated 
as straight lines. Temperature versus enthalpy relationships 
found by Bennon and Incropera (1988) are: 

1 For an enthalpy hm < hsoi, temperature and solid frac­
tions can be obtained to be 

T= — f = 1 
R' Js l (22) 

1 A 

Liquidus 

Solidus 

Mushy '*/yA7>>>^ ^ 
Region '^>V0a//>y?>>>^ ^ ^ 

! B! 

£ & if 

ft 
« 

Fig. 2 Phase diagram for a binary system 
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where R = csT0/hf and hsoi = RTsoi. 
2 For enthalpy hsol < hm < he, 

T— Tso\, fs = 1 — (/im — /!soi) 

where 
1 / Tsol ~ 7|jq 

/!e = /!sol + 1 -
/> V sol ^ m 

(23) 

(24) 

3 For enthalpy he < hm < hliq, temperature and solid 
fractions become 

T2 + yiT+y2 = 0, f„-
T-T, Kg 

l-kp \T~Tn 

where 

and 

7i = 

/!lia=^crlig+/?(i-c)re+i 

(25) 

(26) 

1 

72 = 

\-cka 

l 

\-ckB 

(C-l)TUq-kp d-C)Te + 

•CTm(l-kp)--
l-k„ 

R 

( i - C ) r , + - <liq 

-{i-kp)Tn. (\-C)Te + -
1 

4 For enthalpy hm > h liq> 

r = I ___ (i-c>r,+ , /,=o 

(27) 

(28) 

(29) 

Supplementary Relationships. By assuming an equilibrium 
state in the mushy zone, the fraction of the solute a in the 
solid and liquid can be found to be (Bennon and Incropera, 
1987) 

kpj m 

n 
/?= 

J m 

(30) 

(31) 
l + / , ( * p - l ) 

where the equilibrium partition coefficient kp represents the 
ratio of solute contents in the solid and liquid at the same 
temperature. That is 

ft k - — 
JI 

(32) 

The mean solute concentration/„ appearing in equations (30) 
and (31) at any location then can be found from equation (13). 

Solution Methodology. Each of conservation equations (1)-
(3), (9), and (13) can be cast in the form 

Table 1 Values of dimensionless parameters 
_ _ _ _ _ 
0.72 
1.4 
1 .4X10" 5 

5 . 6 X 1 0 " 7 

Biot number, Bi„ 
Biot number, Bi„ 
Liquid specific heat parameter, C 
Darcy number, Da 
Electrical contact resistance parameter, E 
Solid-to-liquid thermal conductivity 

ratio, Kh 
Dimensionless workpiece thickness, L 
Welding current parameter, La 
Slope parameter of liquidus line, mliq 
Slope parameter of solidus line, msoi 
Prandtl number, Pr 
Solid specific heat parameter, R 
Schmidt number, Sc 
Dimensionless eutectic temperature, Te 
Dimensionless melting temperature, Tm 
Thermal-to-electrical property parameter, E 
Electrical conductivity ratio, a 

1.0 
0.5 
1.1X10" 
4.0 
3.0 
0.1 
0.9 
140 
5.0 
6.0 
2.0X10"9 

1.0 

dt 
+ v(pvm<t>)= v-(r0v0)+50 (33) 

where a general dependent variable <j> denotes 1, «,„, v„„ hm, 
and/m, respectively, and T̂ , and S^ are the diffusion coefficient 
and source term, respectively. A control-volume, staggered 
grid, implicit finite-difference scheme (Patankar, 1980) was 
used to solve the governing equations. In this work, a successive 
underrelaxation method was adopted with a relaxation factor 
of 0.5 for momentum and species, and 0.8 for pressure and 
temperature fields. Results were obtained by using a 42 x 53 
grid in the radial and axial directions, respectively. A uniform 
grid spacing in the axial direction and spacing ratio of adjacent 
grids of 1.17 in the radial direction were chosen. A dimen­
sionless uniform time step was chosen to be 3.5 x 10~3. A 
Cyber 840A computer required around 9800 seconds, CPU 
time, to complete computation for 71 time steps. 

The convergence criterion was met by relative errors of di­
mensionless velocity components less than 1 x 10~2, enthalpy 
and concentration less than 1 x 10"3. The number of iterations 
for dimensionless results each time is around 70. In order to 
compare with experimental data, 150 iterations were used. The 
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Fig. 3 Growths of the solidus and liquidus lines for different values of 
dimensionless welding current parameter 
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Fig. 4 Growths of the solidus and liquidus lines for different dimen­
sionless electric contact resistances 
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global energy balance indicating that heat generations are bal­
anced with the total internal energy rise and heat convected to 
the electrodes and surroundings is also required to assure con­
vergence 

As presented in Fig. 4, increasing electric contact resistance 
causes an early formation for both the solidus and liquidus 
lines, a decrease in the thickness of the mushy zone. Thickness 
of the weld nugget is also increased at a longer welding time. 

[ I2(-^r + ̂ 2i\dv-\ pcd-^dVl-2he \ (f,= l-f0)dAe-2ha\ (Tt^-f0)dAa J„ \Trreef w r , / J,, dt iAe iAa 

t 2 */ Rf 1 
li\ J +—— 

\wrier OK r. V 

< 1(T 

dv 

where v is the volume where welding current passes between 
electrodes, v, denotes the volume of the heat-affected zone, Ae 

and Aa represent areas where energies dissipated to the elec­
trode and surroundings, respectively. 

Results and Discussion 
In this study, resistance spot welding is found to be deter­

mined primarily by the welding current parameter 72/t0;u.,./7W, 
dimensionless electric contact resistance R0a//tfh/firno, work-
piece thickness l/re, Biot numbers h<fe/ks, solid-to-liquid ther­
mal conductivity ratio ks/kh liquid specific heat C]/cs, solid 
specific heat parameter csT0/h/, and the parameters mso\ and 
/?7liq that are related to the slopes of the solidus and liquidus 
lines in the phase diagram, respectively. Values of them are 
chosen between pure iron and manganese to simulate a realistic 
resistance spot welding (Table 1). 

The effect of the welding current parameter, which is related 
to heat generation, on the nugget growth is shown in Fig. 3. 
The vertical axis represents thicknesses 5S0, and 5nq of the re­
gions surrounded by the solidus and liquidus lines on the ax-
isymmetric axis, respectively. For a welding current parameter 
La = 1.2 x 10" the weld nugget or the solidus line is initiated 
at a dimensionless welding time of 0.0665. Thereafter, a mushy 
zone, that is, a mixture of solid and liquid, occurs and grows. 
After a welding time of 0.1575, the liquidus line appears and 
the weld nugget is then composed of the mushy and full-liquid 
regions. The thickness of the mushy zone, (5soi - 5ijq)/2, be­
comes narrower as the welding time and welding current in­
crease. This is because more energy is transferred to melt the 
solid. A slight increase in welding current gives rise to earlier 
onset, higher growth rate for both the liquid and solidus lines, 
and larger thicknesses of the weld nugget and full-liquid region. 
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Fig. 5 Growths of the solidus and liquidus lines for different dimen­
sionless workpiece thicknesses 

The ratio of the workpiece thickness to electrode radius exhibits 
significant variations on the nugget growth and thickness, as 
shown in Fig. 5. Initiation times, growth rates, and movements 
of the solidus and liquidus lines decrease with decreasing work-
piece thickness. The explanation is that the mass of a thin plate 
is small. Therefore, it is comparatively easy to raise temper­
atures in the workpieces and enhance the heat transfer rates 
to the electrodes (Wei and Ho, 1990). 

The electrodes provide a cooling effect during the squeezing 
and welding cycles. Therefore, onsets of the solidus and 
liquidus lines are delayed, and growth rates and nugget thick­
nesses are reduced by increasing the Biot number, as can be 
seen from Fig. 6. Influence of the solid-to-liquid thermal con­
ductivity ratio on the growth of the mushy zone is presented 
in Fig. 7. In view of an increase in heat transferred to melt 
the solid, increasing the liquid thermal conductivity results in 
an early formation and significant growth for both the solidus 
and liquidus lines. The full-liquid region does not appear in 
the case of the conductivity ratio above 1.25. 

In view of a decrease in the energy absorbed per unit tem­
perature rise in the liquid region and an increase of energy for 
melting, a low specific heat of liquid causes an early and rapid 
growth for both the solidus and liquidus lines, as shown in 
Fig. 8. Similarly, an increase in specific heat of solid delays 
the growth and reduces growth rate for both the solidus and 
liquidus lines, as presented in Fig. 9. 

Characteristics of the phase diagram also have a significant 
influence on growths of the weld nugget and mushy zone, as 
shown in Fig. 10. The dimensionless parameter msa\ represents 
the ratio of the solute concentration at point A (see Fig. 2) to 
the initial solute content. The smaller the value of this dimen­
sionless parameter, the steeper the solidus line is. It can be 
seen that decreasing the slope parameter results in an early 
growth for the solidus line and late formation of the liquidus 
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Fig. 6 Growths of the solidus and liquidus lines for different values of 
Biot number 
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Fig. 7 Growths of the solidus and liquidus lines for different solid-to-
liquid conductivity ratios 
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Fig. 10 Growths of the solidus and liquidus lines for different values 
of dimensionless slope parameter of the solidus line 
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Fig. 8 Growths of the solidus and liquidus lines for different dimen­
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Fig. 11 Growths of the solidus and liquidus lines for different values 
of dimensionless slope parameter of the liquidus line 

line. This is attributed to a decrease of the solidus temperature, 
which results in a wide range of the mushy zone and an increase 
of energy required for phase change (see Fig. 2). In the case 
of the dimensionless slope parameter equal to 0.5, the initial 
solute content lies between points A and B (see Fig. 2). Since 
the solidus temperature that corresponds to the eutectic tem­
perature is lowest, the solidus line develops sooner. 

The dimensionless parameter mjiq shown in Fig. 11 indicates 
the ratio of solute concentration at point B to the initial solute 
content. It can be seen that a steep liquidus line decreases the 
range of the mushy zone. As a result, initiation time for the 
liquidus line is reduced. The growth of the solidus line is found 
to be delayed slightly. 

Referring to previous figures, it is seen that the general trend 
of nugget growths agrees with available experimental results 
for welding AISI1008 (Gould, 1987). However, it is impossible 
to make an accurate comparison at the present time. The reason 
for this is that variations of properties have strong influence 
on the nugget growth, as can be seen in this study. Available 
data of properties such as the phase diagram with several 
components are also very limited. Since this study is a general 
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Fig. 12 fa) The streamlines, and (b) isotherms at different welding times 

model that accounts for all the important factors previously 
indicated, the results will give a reliable and systematic insight 
into resistance spot welding. 

The streamlines at different welding times are plotted in Fig. 
12(a) to describe the flow pattern in the weld nugget. The 
dashed lines delineate the liquidus and solidus lines, respec­
tively. It can be seen that the full-liquid region does not appear 
at a welding time of 0.1785. For a welding time of 0.2485 the 
weld nugget comprises the full-liquid and mushy regions. Mo­
tion of liquid is found to increase from the mushy zone to the 
full-liquid region. Liquid flows clockwise in the mushy zone 
due to the solute buoyancy and becomes counterclockwise in 
the full-liquid region as a result of thermal buoyancy. This 
result was qualitatively observed by Cunningham and Begeman 
(1965). The maximum liquid velocity was found to be around 
5 mm/s, which is much smaller than the 20 cm/s and 5 m/s 
for the arc and high-energy beam weld pools, respectively, 
even though the welding current is typically 100 and 106 times 
as high. The explanation for this is that the electromagnetic 
force exerted on the fluid flow is nearly canceled due to axi-
symmetry of the resistance spot welding. Hence, fluid flow 
only causes a minor effect on the nugget growth and contradicts 
the proposition made by Alcini (1990). In the case of a radially 
distributed welding current density, it is noted that effects of 
the electromagnetic force are also small. This can be revealed 
by taking the curl of equation (6) and its value vanishes. 

The corresponding isotherms in the solid, mushy, and liquid 
regions are shown in Fig. 12(b). It is found that the uniformity 
of temperatures agrees with experimental findings conducted 
by Alcini (1990) although convection is very small. Isotherms 
of 5.67 and 5.75 indicate the solidus and liquidus lines, re­
spectively. The maximum temperature is located at the weld 
centerline. A significant temperature gradient occurs near the 
edge of electrodes (r = 1) and is in accord with the prediction 
made by Bentley et al. (1963), Wei and Ho (1990), and meas­
urements conducted by Alcini (1990). 

Since the fluid flow in the weld nugget is small, it is expected 
that influences of the Prandtl, Schmidt, and Darcy numbers 
on variations of the shape and growth of the mushy zone are 
insignificant and numerical computations confirm these. 

Conclusions 
1 Effects of the physical, thermal, and metallurgical 

properties and welding conditions on growths of the weld nug­
get and mushy zone during resistance spot welding are exten­
sively investigated. The dimensionless parameters studied 
include the welding current parameter, electric contact resist­
ance, workpiece thickness, Biot number, solid-to-liquid ther­
mal conductivity and specific heat ratios, slopes of the solidus 
and liquidus lines defined in the phase diagram. 

2 The solidus and liquidus lines, which define the weld 
nugget and mushy zone, are initiated earlier and grow more 
rapidly by increasing the welding current, electric contact re­
sistance and reducing Biot number, solid-to-liquid thermal 
conductivity ratio, liquid and solid specific heat parameters. 
A steep solidus line results in an early onset of the solidus line 
and a late formation for the liquidus line. Increasing the slope 
of the liquidus line (i.e., small m\iq), however, causes the op­
posite results. 

3 Convection in the weld nugget is very small. The max­
imum velocity is generally less than 5 mm/s even though the 
welding current is higher than 8000 amp. 

4 Variations in the growth rate, nugget, and mushy zone 
thicknesses with thermal, physical, and metallurgical proper­
ties and welding conditions are pronounced. It is impossible 
to make an appropriate model without accounting for these 
factors. 
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he Weighted-Sum-of-Gray-Gases 
Model for Arbitrary Solution 
Methods in Radiative Transfer 
The weighted-sum-of-gray-gases approach for radiative transfer in nongray partic­
ipating media, first developed by Hottel in the context of the zonal method, has 
been shown to be applicable to the general radiative equation of transfer. Within 
the limits of the weighted-sum-of-gray-gases model {nonscattering media within a 
black-walledenclosure), any nongray radiation problem can be solved by any desired 
solution method after replacing the medium by an equivalent small number of gray 
media with constant absorption coefficients. Some examples are presented for 
isothermal media and media at radiative equilibrium, using the exact integral equa­
tions as well as the popular P-l approximation for the equivalent gray media so­
lutions. The results demonstrate the equivalency of the method with the quadrature 
of spectral results, as well as the tremendous computer times savings (by a minimum 
of 95 percent) that are achieved. 

Introduction 
The vast majority of radiative heat transfer analyses to date 

has been concerned with gray participating media. However, 
molecular gases below dissociation temperatures absorb and 
emit over a multitude of very narrow spectral lines, which may 
overlap and form so-called vibration-rotation bands. The re­
sult is an absorption coefficient that oscillates wildly within 
each band, and is zero between bands. Similarly, the radiative 
properties of suspended particles may oscillate strongly across 
the spectrum. Only if particles of varying sizes are present, as 
is often the case, do the spectral oscillations tend to be damp­
ened out, and the assumption of a gray medium may become 
a reasonable one. Like molecular gases, semitransparent solids 
and liquids often display strong absorption bands in the in­
frared due to photon-phonon coupling, with weak absorption 
coefficients between bands. Therefore, the simplification of a 
gray participating medium is, except for particle suspensions 
with variable sizes, a poor assumption, which may lead to very 
significant errors in the analysis. It behooves the engineer to 
realize that accurate solutions to the equation of transfer (such 
as exact solutions in two or three dimensions), as opposed to 
simple approximate ones (such as the P-l approximation in 
one or two dimensions), may be meaningless unless the spectral 
variation of radiation properties is taken into account. 

Unfortunately, consideration of spectral variations of ra­
diation properties tends to increase considerably the difficulty 
of an already extremely difficult problem, or at least make 
their numerical solution many times more computer time in­
tensive. Nearly all solution methods, whether exact or ap­
proximate, are poorly suited for the consideration of nongray 
properties. In general, radiative flux, divergence of flux, and/ 
or incident radiation must be evaluated for many, many spec­
tral locations, followed by numerical quadrature of the spectral 
results. 

Only the exact integral equation lends itself to an a priori 
spectral integration, using the wide-band model or total em­
issivity correlations. Such a solution approach quickly becomes 
intractable for all but the simplest geometries. On the other 
hand, a number of approximate methods such as the P-N 
approximation (including the most popular P-l approxima­
tion) and the discrete ordinates method are readily applied to 

complicated geometries—as long as the medium is gray. A 
priori spectral integration of these popular methods—while 
attempted by many—had until now proven elusive. 

The concept of a weighted-sum-of-gray-gases approach was 
first presented by Hottel and Sarofim (1967) within the frame­
work of the zonal method. The method may be applied to 
arbitrary geometries with varying absorption coefficients, but 
is limited to nonscattering media confined within a black-
walled enclosure. In this paper it is demonstrated that this 
approach can be applied to the directional equation of transfer 
and, therefore, to any solution method for the equation of 
transfer (exact, P-N approximation, discrete ordinates method, 
etc.). In this method the nongray gas is replaced by a number 
of gray gases, for which the heat transfer rates are calculated 
independently. The total flux is then found by adding the fluxes 
of the gray gases after multiplication with certain weight fac­
tors. The present method may be used in conjunction with any 
spectral model (line-by-line, narrow band, wide-band, or total 
emissivity correlations), and may be carried out to any desired 
accuracy. Since no spectral flux evaluations, followed by spec­
tral integration, are required, computer time savings amount 
to factors of hundreds and even thousands for comparable 
accuracy. The accuracy and extreme numerical efficiency of 
the method are demonstrated with a few simple one-dimen­
sional examples. 

While the method is presently limited to black-walled en­
closures and to nonscattering media, this covers a large number 
of important applications (Hottel and Sarofim, 1967). In a 
follow-up paper it will be shown how these restrictions may 
be relaxed. 

Analysis 
The equation of transfer for the radiative intensity Iv at a 

wavenumber TJ and along a path s is, for a nonscattering me­
dium with spectral absorption coefficient KV, 

-^ = K7l{Ib„-In) (1) 
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with the formal solution 

I^{s)=Ibwrie Ws' + \lbri(s')e-is"'vds"^(s')ds' (2) 
•'o 

whereIbmi = Ibtl(Tw) is the intensity emitted into the medium 
from the (black) wall at s = 0, as shown in Fig. 1. Integrating 
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Fig. 1 Spectral intensity within an arbitrary black-walled enclosure 

we may consolidate equation (5) as1 

I(s) = [l-a(Tw,0-s)]Ibw 

- \ £[ns'),s'~s\Ib(s')ds' (7) 
J 0 as 

For isothermal molecular gases correlations for the total ab­
sorptivity (or emissivity) can often be found in the literature, 
e.g., see Leckner (1972) for steam and carbon dioxide. If the 
gas is mixed wi.th particles and/or is nonisothermal the ab­
sorptivity can be found from wide-band correlations (see, for 
example, Edwards, 1976). If the molecular gas contains a sus­
pension of nonscattering particles, the absorption coefficient 
may be written as 

Kn ~ K-nn + K, •pi] "T" "-gTj — Kpr} ~"~ £jKn (8) 

this over the entire spectrum we obtain the total intensity as 

/( s)=\ 7,^=[ Ibwne-W°'dr, 

0^0 
Ii»,(s')e - R . V " Kv(s')drjds' (3) 

We will now assume that the N gas bands are narrow and 
nonoverlapping, and that the absorption of the particles, KP„, 
does not vary appreciably over each band. Then 

1 f° 
a(T, s' -~s) = 

i r 

l _ e - ^ ' « p , , * " e - ! | " < C T * " Ib.{T)ch, 

h(T) Jo 
1— e W 1 

I„r,(T)dr, 

hr,(T)dr, 

u„I> 

The spectral absorptivity and emissivity of a participating me­
dium are defined as 

a , ( 0 - s ) = e , ( 0 - . s ) = l - e - ! o V b ' (4) 

For a constant absorption coefficient the absorptivity depends 
on the thickness of the gas layer as well as the (constant) 
absorption coefficient. If K, is not constant but varies spatially 
and/or with temperature, the absorptivity depends on the var-

J f * ? n ^ S * ~ ? ^ ^ ^ ^ o7 the^anVcemer ' ^^^ 
absorptance. The evaluation of band absorptances for iso­
thermal and nonisothermal gases has been summarized by Ed­
wards (1976). 

We will now assume that the absorptivity of equation (9) 
may be approximated by a weighted sum of gray gases, or 

a{T,s'->s)^ak(T,r,s)U-e-K*is-s,)] (10) 

>.p(T,s'-s) + J] - y * « {T)e-%"mn*'A*(s>-s) (9) 
n=\ l b 

where co„ is the band width parameter, r;„ is the spectral position 

0—5. Substituting equation (4) into (3) we get 

Hs)= \ Ibm,[l -or,(0-s)]d v 

-n 
With the definition of the total absorptivity as 

i r 
a(T,s'-s)= —— a, ( j ' -~s)Ib,(T)dr, 

hU ) Jn 

hn{s') T T (s'-s)dt}ds' 
o-Jo °s 

(5) 

1 r 
For mathematical simplicity we have chosen the gray-gas ab-

h(T) 
l - e - S ' V * ' Ibnmdr, (6) 

'Note that, in concurrence with the definition of total absorptivity, the de­
rivative in da/ds' is only with respect to the path s'— s, and not with respect 
to the s' in the temperature T(s'). 

N o m e n c l a t u r e 

A = gas band absorptance, cm"1 

A* = nondimensional gas band ab­
sorptance 

a = absorptivity fit coefficient 
b = absorptivity fit parameter 
c = absorptivity fit parameter 

D = diameter of sphere, cm 
E„ = exponential integral functions 
G = incident intensity, W/cm2 

I = intensity, W/cm2sr 
K = number of terms in absorptivity 

fit 
L = number of terms in band ab­

sorptance fit 
L = distance between parallel plates, 

cm 
N = number of gas bands 
r = radial distance, cm 

R = radius of sphere, cm 
s = path length, cm 
T = temperature, K 
q = radiative flux, W/cm2 

z = coordinate between parallel 
plates, cm 

a = slab absorptivity 
/3 = line overlap parameter 
e = slab emissivity 
r) = wavenumber, cm - 1 

8 = polar angle 
K = absorption coefficient, c m - 1 

£ = nondimensional coordinate be­
tween plates 

a = Stefan-Boltzmann constant = 
5.6699 x 10_12W/cm2K4 

7 = optical thickness 
\p = azimuthal angle 

\j/ = nondimensional gas band black-
body intensity 

¥ = nondimensional radiative flux 
a) = gas band width parameter, cm - 1 

Subscripts 
b = blackbody 
g = gas 
k = pertaining to M i gray gas 
L = wall at z = L 
m = medium 
n = pertaining to «th gas band 
p = particle 
w = wall 
T/ = spectral value at t\ 
0 = wall at z = 0, or at band center 
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sorption coefficients Kk to be constants, while the weight factors 
ak may be functions of temperature and, for media with locally 
varying absorption coefficient (due to concentration and/or 
temperature changes), also of position r as well as direction s. 
Neither ak nor Kk are allowed to depend on path length s. 
Depending on the material, the quality of the fit, and the 
accuracy desired, a AT of 2 or 3 usually gives results of satis­
factory accuracy (Hottel and Sarofim, 1967). Since, for an 
infinitely thick medium, the absorptivity approaches unity, we 
find 

K 

2a*(7',r,i)=l. (11) 
*=o 

Still, for a molecular gas with its "spectral windows" it would 
take very large path lengths indeed until the absorptivity would 
be close to unity. For this reason equation (10) starts with k 
= 0 (with an implied K0 = 0), to allow for spectral windows. 

Substituting equation (10) into equation (7) leads to 
K 

I(s) = J]ak(Tw,rw,s)e-vIbw 
k = 0 

K 

Jo k=o 

Kfcis — S ) Ib(s')ds' 

= f]\[akIb](Tw), tw, Se-***+ ( lakIb](s', s)e~ 

Setting 

I(s) = J]lk(s) 

"'Ktds' 

(12) 

(13) 

and comparing equations (12) and (2) we find that Ik satisfies 
the equation of transfer 

dlk . , 
-r = Kk([akIb}-
ds 

h) 

subject to the boundary condition 

s = 0: Ik=[akIb](Tw) 

(14) 

(15) 

This is, of course, the equation of transfer for a gray gas with 
constant absorption coefficient nk, with blackbody intensity Ib 

(for medium as well as surfaces) replaced by a weighted in­
tensity akIb [where, as indicated in equation (10), for media 
with variable absorption coefficients, the weighted Planck 
function is also a function of direction, corresponding to non-
isotropic emission]. Thus, if the temperature field is known 
(or assumed), the intensity field (or simply the fluxes) must be 
determined for k = 0, 1, . . . , K, using any standard solution 
method such as the exact integral equations, the P-N approx­
imation, the discrete ordinates method, etc. The results are 
then added to give the total intensity (or radiative flux). Note 
that it will always be necessary to know or assume a temper­
ature profile: For radiative equilibrium the condition V-q = 
0 applies to the total flux only and, in general, V >qk ̂  0. 

Normally, the curve fit of the total absorptivity of the me­
dium should be tailored to the medium at hand, and depends 
on composition, pressure levels, temperature levels, number 
of molecular gas bands, etc. Only if the fit is optimized will 
one be able to achieve acceptable accuracy with a weighted 
sum of two or three gray gases. Unfortunately, the curve fit 
indicated in equation (10) is a nonlinear one, further compli­
cated by the fact that the ak may be functions of temperature, 
pressure, composition, etc. Due to these difficulties the curve 
fitting effort may become more involved than the heat transfer 
calculations themselves! While some correlations have been 
reported in the literature (for use with the zonal method), e.g., 
for isothermal C0 2 by Farag and Allan (1981) and for iso-

Tabie 1 Weighted-sum-of-gray-gases parameters for bad absorptance 
at high pressures, A*{T, °°) 

l 
1 
2 
3 
4 

RMS* 

I 

1 
2 
3 
4 
5 

RMS' 

ct 

2.997 
2.416 

L=2 

h, 

0.2385x10-' 
0.2992 

0.0285/100 

c< 
2.891 
2.195 
2.746 

L = 3 . 

b, 
0.2046x10-2 
0.2092x10-' 
0.2409 

0.0189/1000 

Q 

3.308 
4.192 

L=2 

b, 
0.3272x10-2 
0.9466x10-' 

0.0875/1000 

ct 

2.748 
1.693 
1.769 
1.868 

L=4 

b, 
0.1522x10-2 
0.1144x10"' 
0.6255x10-' 
0.4057 

0.0042/1000 

Cl 

2.741 
1.656 
1.397 

L=3 

b, 
0.1491x10"' 
0.1101 
0.5267 

0.0031/100 

Cl 

2.682 
1.479 
1.361 
1.401 
1.357 

L=5 

be 
0.1216x10-2 
0.7984x10-2 
0.3212x10-' 
0.1269 
0.5291 

0.0010/1000 

' R M S - a/b implies a root-mean-square error of a over the range of the fit between 
r = 0 and r = b. 

thermal H 2 0 - C 0 2 mixtures by Smith et al. (1982), it would 
be desirable to have a "cookbook" formula available, even 
at the expense of numerical efficiency. 

We will limit ourselves here to the case of a gas-particulate 
mixture with gray particulates and spatially independent ab­
sorption coefficients. The total absorptivity of such a medium 
is described by equation (9), which reduces to 

N a I 
a(T,s) = \-e-V+Yl-

JLr1(T)e-VA*(K^,^) (16) 
n = l ' b 

where /3„ is the line overlap parameter (Edwards, 1976). 
Suppose the band absorptance^ * (T, /?) can be approximated 

by a weighted sum of gray gases, i.e., 
L 

A'^ft^c^W-e-"^] (17) 
/ = i 

Substituting this into equation (16), and using the abbreviations 

i>n 
w"hVn 

(T), bln = b,(Pn), c,„ = c,(/3„) 

leads to 
N L 

a(T, s) = l-e~V+ 2 > » e " v I > A . [ l - e - W l 

l - I&' . r fM 7 ' ) 
n = l / = l 

N L 

[1-e-V] 

+ YtTjc^n(T)[l-e-{Kp+bi^] (18) 
n=H=l 

This is clearly of the same type as the desired form, equation 
(10). A number of curve fits for equation (17) for the high 
pressure limit (|8—-oo) are given in Table 1. In these approxi­
mations the least-mean-square error integrated between T = 
0 and T = 100 or 1000 has been minimized. Inspection of 
equation (18) reveals that the nongray medium is represented 
by a weighted sum of N X L + 1 gray gases. The advantage 
of the set of coefficients listed in Table 1 is that they may be 
applied to any rotational and/or vibration-rotational band of 
any molecular gas, making individual fits for a given gas (or 
mixture) unnecessary. Its drawbacks are that (/') Table 1 is 
limited to bands with strongly overlapped spectral lines (j3 > 
1), and (H) the resulting fit is not very efficient for gases with 
multiple bands. 

Illustrative Examples 

To demonstrate the accuracy and relative simplicity of the 
method we will consider a few simple one-dimensional situa-
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tions (inasmuch as nongray media problems can be simple). 
Since we want to verify the accuracy of the method, we will 
not use correlations for, say, steam and carbon dioxide, with 
emissivities given by Leckner 1972) and weighted-gray-gas fac­
tors given by Smith et al. (1982), for which "exact" solutions 
cannot be obtained. Instead, we consider a hypothetical gas 
centered at rjo = 3000 cm - 1 , mixed with gray nonscattering 
particles, and with a mixture absorption coefficient described 
by 

-21 IJ-IJO'/OI (19) 

For simplicity we will assume that the absorption coefficient 
is uniform throughout the entire medium, and a single band 
width parameter of co = 200 cm~' will be considered. The gas 
absorption coefficient in equation (19) corresponds to the high-
pressure limit of the exponential wide-band model (Edwards, 
1976) for an isothermal gas (or with properties evaluated at 
some average temperature). The main advantages of an ab­
sorption coefficient given by equation (19) are (/) that weighted-
sum-of-gray-gases coefficients are readily found from Table 
1, and (//') exact solutions may be obtained for comparison, 
using the integral formulation and/or the Monte Carlo method. 

In the following we will discuss three one-dimensional ex­
amples. First an isothermal medium confined between cold, 
parallel plates is considered, followed by the same isothermal 
medium inside a cold spherical shell. Finally, the more com­
plicated case of a medium at radiative equilibrium contained 
between parallel plates at different temperatures is presented. 

In most of the examples the P-l approximation is employed 
for spectral and weighted-sum-of-gray-gases (WSGG) calcu­
lations, since it is a very popular method with reasonable levels 
of effort and accuracy. In the first example the exact integral 
equation is also considered, only to show that the WSGG 
method can be used with any solution method and that it, 
indeed, rapidly approaches the exact solution with very few 
"gray gases." Normally, the WSGG method would not be 
used in conjunction with the exact integral relations since these 
integral relations may be integrated spectrally in terms of band 
absorptances. 

II 

— Exact 
• • WSGG 2/100 
'• WSGG 3/100 
** WSGG 4/1000 
" WSGG 5/1000 
•" WSGG 2/1000 
°° WSGG 3/1000 

Fig. 2 Heat transfer rates through an isothermal gas layer (KBL = 10); 
WSGG n/m implies a total emissivity fit with n terms over the range 0 
< KBS < m (s = geometric path length) 

^, 0.20 r 

Fig. 3 Heat transfer rates through an isothermal gas layer {<gL = 100); 
WSGG n/m implies a total emissivity fit with n terms over the range 0 
< Kgs < m(s = geometric path length) 

Isothermal Plane-Parallel Slab—P-l and "Ex­
act." Consider an isothermal medium at temperature Tm, 
confined between parallel, cold and black plates 0 < z < L . The 
temperature is such that \p = uIbV(j(Tm)/Ib(Tm) = 0.05. 

For the case of N = 1 and i/<„ = \j/ equation (18) reduces 
to 

a(Tm, s)- l - l £> [1 - e~V] + i^YjC/U -e' <V+*/"*>*] 

where 

a* = 

Kk = 

\pq, k>\ 

KP, k = 0 
Kp + tkKg, k>\ 

(20) 

(21) 

(22a) 

(22b) 

Thus the problem must be solved for L gray gases with ab­
sorption coefficients (bkKg) (gas only), or for L + 1 gray gases 
with absorption coefficients KP and (KP + bkKg) (gas and par­
ticulates). 

For a gray medium (or on a spectral basis) with absorption 
coefficient K, the local radiative flux is readily determined 
exactly as (Siegel and Howell, 1981) 

^ 0.40 

II 

Exact 
•• •• WSGG 2/100 
•••• WSGG 3/100 
»*** WSGG 4/1000 
• «•• WSGG 5/1000 
•°°° WSGG 2/1000 
oooo WSGG 3/1000 

q{z) =2irIbm{E3[K(L-z)] -E3(KZ) j (23) 

Fig. 4 Heat transfer rates through an isothermal mixture of gas and 
particles; WSGG n/m implies a total emissivity fit with n terms over the 
range 0 < K9S < m (s = geometric path length) 

Thus, the heat flux for the weighted-sum-of-gray-gases method 
follows immediately as 

nz)=£^- = ̂ ^ = 2j^klE3[Kk(L-z)l-E3(K^)) (24) 
oTm ff7,„ £^J 

with ak and nk as given by equation (22). Spectrally integrated 
results for the exact integral relations have been given by Mod­
est (1981). Some results are shown in Figs. 2-4 for KpL = 0 
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and KpL = 0.2, for a number of absorptivity curve fits from 
Table 1. For the P-l or differential approximation the spectral/ 
gray flux for the same problem follows from Modest and Azad 
(1980), from which the weighted-sum-of-gray-gases flux is 
readily found. Spectrally integrated results for the P-l method 
have to be obtained by numerical quadrature, resulting in 
similar curves (not shown) always predicting somewhat higher 
heat fluxes (up to 7 percent) as expected from the P-l method 
(Modest and Azad, 1980). It is observed that even a crude fit 
with L = 2 (optimized over a range of optical thickness between 
0 and 100) results in very acceptable accuracy, while the more 
accurate fits do, of course, approach the exact solution. For 
a gas optical thickness of KgL = 10 the simple 3/100 fit (i.e., 
L = 3 optimized for optical thickness between 0 and 100) gives 
nearly exact results (maximum error of < 1 percent), while the 
error is somewhat larger for ngL - 100 (maximum error 
< 10 percent), since the optical thickness of the gas layer 
exceeds 100 for all directions except the normal direction, 
falling outside of the fit. Thus, for this case the 3/1000 fit is 
more accurate (2-5 percent error). If a particle background is 
present, gas radiation diminishes in relative importance, and 
all fits give very accurate results. Covering the entire range of 
gas optical thickness between 0 and 100, the following state­
ment can be made: For a molecular gas without particles the 
maximum error is approximately 20 percent for the 2/100 fit, 
10 percent for the 3/100 and 3/1000 fits, 3 percent for the 4/ 
1000 fit, and < 1 percent for 5/1000. If particles are added 
this maximum error decreases rapidly (by about a factor of 
five for KpL = 0.2). 

Isothermal Sphere—P-l Approximation. Next we consider 
the same isothermal medium as in the previous example, but 
in the form of a spherical body of radius R, again confined 
within cold black walls. The P-l approximation for such a 
medium, for a gray or spectral absorption coefficient K, is 
(Modest and Azad, 1980) 

^fr(fq)=K(4TrIbm-G) 

r = 0: 

dG 
— = -3KQ 
dr 

= 0; r = R: 

(25a) 

(256) 

# = 0; r = K: 2q=G (25c) 

This set of equations is readily solved to yield a spectral/gray 
radiative flux of 

q(r)=2idbm[ — 

sinhV3/cr - Vl/crcoshVI/cr 

1 - - KR ) sinhV3/ci? - V3/d?cosh\/3Ki? 

(26) 

Therefore, the total radiative flux for an absorption coefficient 
given by equation (19), using the present weighted-sum-of-gray 
gases, follows immediately as 

*(/•) = 
Q(r) 

2aAr[sinhV3KJ:r - Vs^rcoshVSK^r] 

k=0 (1 - zKkR I &mh\/3KkR - ^/3KkRcosh^KkR 

> (27) 

Exact spectral integration of equation (26) must be carried out 
using numerical quadrature. To this purpose we separate the 
gray particle radiation from the gas band by writing the spectral 
flux as 

Q^r)=itIbmf(K1„r) (28) 

where the/(/c,, r) is identified by comparison with equation 
(26). Integrating over the spectrum, this may be expressed as 

I oo 

qv(r)drj = irIbmf(Kp, r) 
o 

+ [ i r W / K , #•)-/(Kp,r)]dfi (29) 

for which the integral vanishes outside the gas band. Using 
the narrow band assumption and the absorption coefficient 
from equation (19), this becomes 

*(r) =qJS~=f(Kp, r)+C^ [/•(«, +v-2 '«-'oi>«, r) 
•>0 1bm 

-f(np, r)]drj 

=/(KP, r) + \M lf(Kp + Kgy, r)-f(Kp, r)\ 
y 

(30) 

where i> = 0.05 as in the previous example. The integral must 
be evaluated through quadrature. 

At r = R (i.e., the location where—due to the temperature 
discontinuity—the P-l approximation tends to be least accu­
rate) the flux leaving the surface of the sphere is readily cal­
culated from exact relationships as 

I„(R, ri, 6, \j,) cos 6 sin 6 dd d$ tfij 

IOO «7T/2 

1 
„=oJe=o 

hr,(Tm)(\-e - 2KnRcos9-)cos 6 sin 6 dO dr\ 

{ 00 

o 
A Ibv(T,„)]l-

(KrPY 
I - U + K , ! ) ) ^ [dr, (31) 

where D = 27? is the diameter of the sphere. This expression 
may be integrated for the absorption coefficient given in equa­
tion (19), leading to 

«n = 0: 

1 
*(R)=\lt}Ei(KgD)+ln(KgD)+y-

1 

(KgDY 
l-0+KgD)e-"sD 

(32fl) 

KP>0: 

*(i?) = l 
(KpDV 

x)l-(l + KpD)e~KpD 

2\j, 

l-i/< [Ei (KgD) + ln(.KgD)+ y 

(KpDY 
El[(Kp + Kg)D)-El(KpD)+ln'^^ 

24_ 
KpD KpD\ ) (Kp+Kg) 

1 — e~ i"p+ "g)D 
(32b) 

where y = 0.57721 . . . is Euler's constant. 
Results for nondimensional fluxes are compared in Fig. 5. 

It is observed that the P-l approximation does extremely well 
for this problem with a maximum error of < 4 percent. This 
is probably due to the fact that, in a sphere, the intensity varies 
gradually with direction while in a slab the intensity has a 
discontinuity at 6 = ir/2. It is also seen that the weighted-
sum-of-gray-gases fits perform even better than for the plane 
layer: The 3/100 fit gives basically exact results. This is not 
surprising since the maximum optical path through a sphere 
is KD, while it is infinite in the slab (taxing the quality of the 
fit). Consequently, the 3/100 fit or even the 2/100 fit should 
be more than adequate for most three-dimensional geometries. 

To demonstrate the numerical efficiency of the present 
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Fig. 5 Heat loss from an isothermal gas-particulate sphere; WSGG 
n/m implies a total emissivity fit with n terms over the range 0 < Kgs < 
m(s = geometric path length) 

Table 2 Nondimensional heat loss from an isothermal gas-particulate 
sphere, * = q(R)/aPm; comparison between weighted sum of gray gases 
and spectral, numerical quadrature 

KpD = 0 WSGG 2/100 
WSGG 3/100 
WSGG 3/1000 
WSGG 4/1000 
WSGG 5/1000 

NC/10"1 

NC/10"2 

NC/IO"3 

NC/IO-4 

NC/10"5 

KpD = 0.1 WSGG 2/100 
WSGG 3/100 
WSGG 3/1000 
WSGG 4/1000 
WSGG 5/1000 
NC/10"1 

NC/10"2 

NC/10"3 

NC/10"4 

NC/10"5 

1 
0.02396 
0.02749 
0.02190 
0.02619 
0.02739 

0.02771 
0.02782 
0.02794 
0.02801 
0.02804 
0.08647 
0.08475 
0.08456 
0.08855 
0.08966 
0.09027 
0.09027 
0.09027 
0.09027 
0.09027 

KgD 
10 

0.12105 
0.11951 
0.12062 
0.12013 
0.11957 

0.11923 
0.11924 
0.11933 
0.11943 
0.11947 
0.17696 
0.17556 
0.17651 
0.17613 
0.17561 
0.17555 
0.17555 
0.17555 
0.17555 
0.17555 

100 
0.23412 
0.23414 
0.23385 
0.23410 
0.23419 

0.23832 
0.23466 
0.23418 
0.23410 
0.23409 
0.28279 
0.28281 
0.28252 
0.28277 
0.28285 

0.28681 
0.28337 
0.28291 
0.28280 
0.28279 

CPU time 
[ms] 
0.29 
0.38 
0.38 
0.47 
0.55 

4.2 
7.7 
17.5 
66.3 

445.4 
0.29 
0.38 
0.38 
0.47 
0.55 
4.2 
7.3 
11.7 
21.9 
34.3 

WSGG n/m: weighted sum of gray gases with n terms, 
fitted over 0 < TS < m 

NC/10"': Newton-Cotes (6-point) quadrature with relative 
error (for integral) of 10""*. 

method a comparison of CPU times with results obtained from 
spectral numerical quadrature is given in Table 2. The CPU 
times given are the total time required for all three optical 
thicknesses (nfl = 1, 10, and 100) on a Silicon Graphics 
personal Iris AD/25 (a 1.6 Mflop machine). Differences in CPU 
time between the two methods, for similar accuracies, are 
tremendous, with numerical quadrature requiring longer CPU 
times by factors of 20 or more. This is particularly true for 
optically thick situations, for which the numerical quadrature 
CPU times increase, but not those for the present method 
(resulting in larger CPU times by factors of 50 or more). The 
results in Table 2 are for a gas with a single vibration-rotation 
band: In the presence of TV gas bands, the numerical effort for 
spectral quadrature will increase TV-fold; for the present method 
the CPU time will remain unchanged provided a total emissivity 
fit for the gas (or mixture) is available, rather than using the 
parameters from Table 1. 

Radiative Equilibrium in a One-Dimensional Slab—P-l Ap­
proximation. As a last example we will consider the some­
what more involved case of radiative equilibrium in a slab 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0' 

z/L 

Fig. 6 Nondimensional temperature distribution in a slab at radiative 
equilibrium (ngL = 0.0); WSGG n/m implies a total emissivity fit with n 
terms over the range 0 < K„S < m (s = geometric path length) 

confined between two isothermal, parallel, black plates. The 
medium between the slabs has an absorption coefficient as 
described in equation (19), and the two slabs are kept at tem­
peratures T0 = 800 K and TL = 1200 K, respectively. The 
P-l approximation for such a medium is, with gray absorption 
coefficient nk and blackbody intensity akIb 

dqk 

dz 

dCh 
dz 

= Kk(4ir[akIb]-Gk) 

•= -iKkQk 

z = 0: 2qk = 4v[akIb](T0)-Gk 

(33a) 

(336) 

(33c) 

z=L: -2qk = 4ir[akIb](TL)-Gk (33d) 
where the [akIb] in the first equation depends on local tem­
perature. The local temperature, in turn, is determined from 
the condition of radiative equilibrium 

d r (4Tlb,-Gv)dv 

or, for a weighted sum of gray gases, 
L j„ L 

J]Kk(4Tr[akIb]-Gk)=0 
k=0 

E dqk _ • 

dz 

(34) 

(35) 
k = 0 

The ak and Kk are again determined from equation (22), but 
with a temperature-dependent \j/\ 

4>{T)-. 
uhyo(T) 

(36) 
h(T) 

Since the temperature field is unknown, and since the tem­
perature dependence of the [akIb] is nonlinear, an iterative 
solution procedure must be employed: (1) A temperature field 
is assumed and the values for [akIb] are calculated for a number 
of nodal points; (2) equations (33) are solved by a simple finite 
difference scheme (after elimination of qk) for all k = 0, 1, 
' . . . , / , ; (3) a new temperature field is calculated by solving 
equation (35) for Ib, or 

L I L 

4irlb = 4 a 7 ^ e w = ^KkGk ^kOk (^oid) (37) 
k = 0 I k=0 

The procedure is then repeated a few times until convergence 
is achieved. 

For comparison with the results obtained from the P-l ap-
proximation/weighted-sum-of-gray-gases model an exact so-
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0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0' 

Fig. 7 Nondimensional temperature distribution in a slab at radiative 
equilibrium (K„L = 0.1); WSGG n/m implies a total emissivity lit with n 
terms over the range 0<ngs < m(s = geometric path length) 
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Fig. 8 Nondimensional heat flux through a slab at radiative equilibrium 

lution has also been obtained. The development of the exact 
solution is quite lengthy and involved, and will not be presented 
here. Suffice it to say that this solution is based on the expres­
sion for spectral flux, which may be obtained by integration-
by-parts from the standard form given in textbooks such as 
Siegel and Howell (1981), 

dium, and the center of the band is optically thick (even if KgL 
= 10), for which the P-l approximation is expected to give 
excellent results. Note that the temperature distributions as 
shown are nondimensional in T4, i.e., for a gray absorption 
coefficient the P-l approximation would predict a straight line. 
This trend is observed in the KSL = 10 cases, where the P-l 
approximation cannot follow the curvature of the exact so­
lution near the walls, especially for the poorer weighted-sum-
of-gray-gases fits. 

Heat transfer rates between the two plates are shown in Fig. 
8. As expected, agreement between the P-l approximation and 
exact results is excellent. The P-l results for the different 
weighted-sum-of-gray-gases fits all agree to within three sig­
nificant figures and, therefore, only a single line is shown. 
Agreement between exact and P-l is better in the absence of 
particles (-0.5 percent deviation) than with particle back­
ground (-2.0 percent for K„L = 0.1 and -3.5 percent for 
KpL = 1.0). This affirms the earlier statement that the large 
optical thickness at the band center improves the accuracy of 
the P-l method. The errors for the particle background cases 
are dominated by the optically thin (KpL = 0.1) to intermediate 
(KpL = 1.0) spectral windows (i.e., outside the gas band). In 
these cases the absolute error remains almost constant for 
varying KgL, being equal to the error at KgL = 0 (P-l approx­
imation for a gray medium). 

Conclusions 
It has been demonstrated that the concept of a weighted 

sum of gray gases, first introduced by Hottel and Sarofim 
(1967) for the zonal method, may be generalized for use with 
any arbitrary solution method, such as P-N approximations, 
discrete ordinates, etc. Comparison of sample results with exact 
results, obtained by numerical quadrature of spectral relations, 
proves not only the equivalence of the weighted-sum-of-gray-
gases approach, but also shows that very simple fits give very 
accurate results. Thus, with the present approach the very 
complicated case of an arbitrary nongray gas-particulate mix­
ture may be reduced to the simultaneous solution of three or 
four representative gray media. Computer CPU time savings 
over results of similar accuracy as obtained from spectral quad­
rature range from a minimum of 95 percent to as high as 99.5 
percent (for optically thick gases with multiple bands). While 
at present limited to nonscattering media within black-walled 
enclosures, this new method makes it possible to include non-
gray radiation effects in many complicated and/or multidi­
mensional situations. 

9,(0 = 2TT ([74,0 - 4„(0)]£3 ( K,L$ ) - [h„L ~ 4,d)]£3 < K^.(1 - *)) 

(Z')E3(KjL\>i--Z\)dZ-) (38) 

where £ = z/L. Differentiation of equation (38) and subse­
quent integration over all wavenumbers gives the temperature 
profile. Once the temperature distribution is known, the ra­
diative flux is calculated by spectrally integrating equation (38). 
The development of the necessary formulations suitable for 
numerical solution has been given by Modest (1981). 

Some sample results for the nondimensional temperature 
distribution within the medium are given in Figs. 6 (gas only, 
KpL = 0) and 7 (gas with gray particle background, KpL =0.1). 
The accuracy of the P-l approximation is rather astounding. 
For a KgL = 100 with or without particle background the P-l 
and exact solutions virtually coincide. Even poor weighted-
sum-of-gray-gases fits, such as the 2/100 fit, give results of 
excellent accuracy. Obviously, it is the center of the gas band 
that determines the temperature distribution within the me-
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Radiative Phenomena in CW Laser 
Annealing 
Recrystallization of thin semiconductor films can yield improved electrical and 
crystalline properties. Recrystallization is often effected by using a laser source to 
melt the semiconductor film, which has been deposited on an amorphous insulating 
substrate. Although temperature measurement data would be valuable for the proc­
essing of materials on a microscopic scale, very few such measurements have been 
presented. It is the intent of this paper to demonstrate work toward the development 
of completely noninvasive experimental methods for in situ quantitative analysis of 
the laser annealing process, based on the acquisition of surf ace radiative data. 

I Introduction 
This study concerns the use of optically induced crystal 

growth of thin semiconductor films on amorphous insulators 
in the fabrication of high-performance electronic devices. 
Melting and recrystallization of such layers by light sources is 
used to improve their electrical and crystalline properties. Elec­
tronic devices fabricated by using recrystallized silicon films 
have shown good performance and reliability (Tsaur, 1986). 
In order to improve these techniques, it is necessary to address 
the issues that result from small length scales, high temperature 
gradients, and the mechanics of light interaction with thin film 
structures. 

Despite their importance, very few experimental temperature 
measurements have been reported for laser annealing of thin 
films. Sedgwick (1981) measured the maximum temperature 
during CW laser silicon film annealing by using a modified 
optical pyrometer. The range of these measurements was 1300-
1680 K with an estimated accuracy of a few tens of degrees. 
Lemons and Bosch (1982) measured the power spectra of the 
light emitted from molten silicon spots. These emissive power 
spectra were then correlated to temperature. This type of anal­
ysis is limited by the measurement resolution. The single tem­
perature value they assigned to the spectral data with an 
accuracy of ± 50 K can provide an average temperature over 
the molten silicon region. Inoue et al. (1984) used thermal 
vision to obtain temperature profiles in electron-beam recrys­
tallization of thin silicon layers. This technique is limited by 
the magnification requirements and the vision sensing reso­
lution. Kodas et al. (1987) used micron-sized thin-film ther­
mocouples made of intersecting nickel and gold lines embedded 
in a Si-Si02 structure to obtain surface temperatures during 
heating with a focused laser beam. It was found that the high 
thermal conductivity of the thermocouples provides heat flow 
paths that greatly alter the temperature field. 

The work described in this paper explores the use of spatially 
resolved surface reflectivity measurements as a basis for further 
analysis. Time-resolved reflectivity measurements provide a 
useful diagnostic tool in laser materials processing. Olson et 
al. (1980,1983) determined epitaxial solid phase crystallization 
rates in CW laser silicon annealing by analyzing optical inter­
ference effects from time-resolved surface reflectivity meas­
urements. Murakami et al. (1984) demonstrated a technique 
for obtaining surface reflectivity measurements in CW Kr an­
nealing of thin silicon samples. 
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If the temperature dependence of the material complex re­
fractive index is known, surface reflectivity measurement can, 
in principle, be used in conjunction with thin film optics models 
to determine the semiconductor film temperature. The bulk 
silicon surface reflectivity between 1440 and 1680 K for the 
solid phase and up to 1950 K for the liquid phase has been 
measured for HeNe light of 632.8 nm wavelength incident on 
the surface of a bulk silicon slab (Lampert et al., 1981). Van 
der Meulen and Hien (1974) used an ellipsometric system to 
measure the complex refractive index of silicon for tempera­
tures up to approximately 1550 K. Their experimental results 
for the silicon extinction coefficient do not correlate with the 
measurements of the silicon complex refractive index for tem­
peratures below 1000 K given by Jellison and Modine (1983). 
More recent experiments by Jellison and Burke (1986) im­
proved the measurement of the real part of the silicon complex 
refractive index and will be used in this work. 

Thin film optical properties are strong functions of the mi-
crostructure (Aspnes, 1982). Chandrasekhar et al. (1988) re­
ported the anomalous, with respect to the beam irradiance, 
and thus to the material temperature, behavior of the complex 
refractive index of silicon polycrystalline films irradiated by 
Ar+ laser beams. They found that the observed changes of 
sign of the material thermo-optic coefficient, dn/dT, may be 
attributed to the presence of internal surfaces in films with 
large amorphous components. 

II Description of the Experimental Apparatus 
The experiments were performed on 0.5-/xm-thick polysili-

con films deposited on bulk, fused silica wafers of 7.6-cm 
diameter and 0.5-mm thickness. The silicon films were encap­
sulated by 0.5-^m-thick Si02 layers. A sketch of the laser 
annealing experimental apparatus is shown in Fig. 1. 

A Spectra-Physics 164-08 4W Argon Laser is used as the 
annealing source. This laser operates in the fundamental mode, 
TEMoo, with a Gaussian intensity distribution across the mul­
tiline laser beam. The annealing laser beam is directed toward 
the silicon sample, which is mounted on a precision translation 
stage. The laser beam passes through the substrate, which is 
transparent in the visible spectrum, and is partially reflected 
and absorbed by the silicon layer, while the remaining portion 
is transmitted through the layer thickness. The annealing laser 
beam power intensity is assumed to be Gaussian and circular 

r r2 

wli (i) 

The positions of the translation stage and of the spherical lens 
are controlled using micrometers. Figure 2 shows the experi­
mentally measured, 1/e irradiance radius of the blue (X6 = 
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- converter 
Fig. 1 Schematic of the laser annealing experimental apparatus 

488 nm) component of the laser beam, Wy,t, as a function of 
the distance along the laser beam axis measured from its focal 
waist. Near the focal waist (z = 0), the beam radius was found 
to be not perfectly symmetric. A cubical polynomial was fitted 
to the experimental points. 

The experimental setup for normal incidence reflectivity 
measurements is shown in Fig. 3. A low-power (5 mW) HeNe 
laser emits the red (X = 632.8 nm) probing laser beam. The 
orientation of the probing laser light field vector is controlled 
by a broadband polarizer. A polarizing cube beamsplitter is 
installed inside a square beamsplitter microscope tube. A 
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Fig. 2 Graph of the annealing laser beam Me irradiance radius, w^,, as 
a function of the distance along the beam axis. The marked points 
indicate the experimentally measured data. The solid line is a least-
squares polynomial fit. 

quarter-wave retarder plate is placed underneath this beam­
splitter. This plate converts the linearly polarized input light 
into circularly polarized if the angle between the input electrical 
field vector and the retarder principal plane is TT/4. The 
ir/2 phase shift upon reflection converts this angle to - 7r/4. 
Hence, the sense of the polarization is reversed for the reflected 
beam. This beam can then be transmitted through the polar­
izing beamsplitter to the silicon diode photodetector, PD3. A 
632.8-nm red light interference filter is used to block stray light 
and transmission from the annealing laser beam, with the aid 
of yellow Schott glass filters to attenuate the annealing laser 
beam light that is transmitted through the sample. The probing 
laser and the cube beamsplitter assembly are mounted on the 
precision translation stage TS2. Both the sample translation 
stage, TS1, and the probing apparatus translation stage, TS2, 
are driven by piezoelectric encoder motors, which are inter­
faced to a personal computer. The repeatable positioning ac­
curacy of these motors is 1 nm and the maximum constant 

Nomenclature 

Q° = 

an 

"enc 

dsi 

f 
f 

Kext ( T) 

KQ 

n(T) 

n0 

nw 

PT 

Q 

= linear coefficient of tem­
perature dependence of real 
part of silicon complex re­
fractive index 

= encapsulating layer thick­
ness 

= silicon layer thickness 
= filter function 
= peak filter strength 
= extinction coefficient of sil­

icon at temperature T 
= extinction coefficient of sil­

icon at 300 K 
= real part of the silicon 

complex refractive index at 
temperature T 

= real part of the silicon 
complex refractive index at 
300 K 

= number of annealing laser 
beam peak wavelengths 

= laser beam total power 
= laser beam light source in­

tensity distribution 
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peak power intensity of the 
laser beam 
radial distance from the 
center of the laser beam 
thin film reflectivity 
temperature 
silicon melting temperature 
= 1685 K 
material translation speed 
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center to point where irra­
diance intensity of blue (X 
= 488 nm) component of 
the laser beam drops to 1/e 
of peak value 
distance from laser beam 
center to point where irra­
diance of X,- wavelength 
component of the laser 
beam drops to 1/e of its 
peak value 
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tion of the sample motion 
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direction 
distance along the laser 
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Psi = 
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T = 

>scripts 
an = 

f = 
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pr = 
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beam axis measured from 
the beam focal waist 
raster scan step increment 
in x direction 
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points in y direction 
laser light wavelength 
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ing laser light wavelength 
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thin-film transmissivity 

annealing laser beam 
filtered data 
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Superscripts 
fp = laser beam parameter at its 
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Fig. 3 Schematic of the experimental setup for normal incidence re­
flectivity measurements 

translational speed is 2 mm/s. The probing laser translation 
stage, TS2, can be programmed to scan in a raster motion over 
the heated region. 

A data acquisition system collects signals from the main 
laser reference arm, PDl, the probing laser reference, PD2, 
and the reflected beam, PD3. The laser beam total power at 
the sample surface is measured by a thermopile detector. The 
signal PD3/PD2 is calibrated to yield the reflectivity signal. 
The probing laser beam is focused on the silicon sample surface 
through the encapsulating Si02 layer via a 10 x microscope 
objective lens. The probing laser beam light intensity distri­
bution is also Gaussian and circular 

Qpr(r) = Q°pr™p ( < ) 2 (2) 

The variation of the probing laser beam 1/e irradiance radius, 
wpr, with the distance from the focal waist, zp„ was experi­
mentally measured, as is shown in Fig. 4. The 1/e laser beam 
irradiance envelope (Kogelnik and Li, 1966) was fitted to the 
experimental points 

Wnr(Zpr) •• JPi l + [\Zpr/(2.T.(wfry)] fps2s-,2xl/2 (3) 

The computed probing laser radius at the focal waist was found 
as wp°r ~ 5 jim. Care was taken in the experiment to intercept 
the silicon layer with the probing laser beam in the vicinity of 
the focal waist. The experimental results show an increase from 
the theoretically minimum spot size by a factor of almost 2. 
This deviation can be attributed to the focusing microscope 
objective lens aberrations. 

Ill Experimental Results 
The laser annealing process is controlled by: (1) the total 

power of the laser beam, (2) the laser beam intensity distri­
bution, and (3) the material translation speed. Experimental 
observations conducted with the same experimental apparatus 
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Fig. 4 Graph of the probing laser beam 1/e irradiance radius, wpr, as 
a function of the distance from the focal waist. The marked points in­
dicate the experimentally measured data. 
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Fig. 5 Contour plot of the measured silicon film reflectivity, ft The 
annealing laser beam total power PT = 0.3 W and the 1/e irradiance 
radius ivx6 = 40 /tm. The sample is not moving. 

(Grigoropoulos et al., 1989) recorded the onset of silicon layer 
melting and the development of various phase change patterns. 
Based on this information, a first set of experiments analyzed 
light reflection from solid silicon, when heated below the melt­
ing temperature. In these experiments, the laser power, PT, 
was varied from 0.3 to 1.5 W, and the laser beam 1/eirradiance 
radius, w^,, was varied from approximately 34 /tm to 100 /im. 
The reflectivity probe was scanned at a constant speed of 1 
mm/s, over a 2 mm x 2 mm area covering the heated poly-
silicon spot. The raster scan step increment in the x direction 
was set to Ax = 40 /tm, and the data acquisition sampling 
frequency was 1 kHz. The acquired continuous reflectivity 
signal was postprocessed to yield the reflectivity spatial dis­
tribution over the annealed region. 

Figure 5 shows the thin film reflectivity contour plot for an 
annealing laser beam of average total power, PT = 0.3 W, 
and 1/e irradiance radius, wX6 = 40 /tm. The data scatter is 
largely attributed to local variations in the thin film thickness 
(the reflectivity is a strong function of the thin film thickness), 
to film surface and internal roughness, and to the presence of 
local material imperfections. These defects may cause dif­
fraction, as well as surface and volume scattering effects (Hun-
deri, 1979). As the laser beam total power was increased to 
PT = 0.6 W, the reflectivity contour plot showed an expanded 
heated area (Fig. 6). The raw experimental data can be 
smoothed using a spatial-convolution-based digital fiter 

Rf(x, y) •• ci: Rria,p}f{x-a,y-P)dadP (5) 
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T e m p e r a t u r e P r o f i l e Along C e n t r a l A x i s 
(Numerical Solution) 

aOOO fjm-

Fig. 6 Contour plot of the measured silicon film reflectivity, Ft. The 
annealing laser beam total power PT = 0.6 W and the Me irradiance 
radius wxh = 40 /tm. The sample is not moving. 
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Fig. 7 Filtered reflectivity contours corresponding to Fig. 6 

The function/(x, y) represents a Gaussian filter 

/ (* , y) = /° exp 
x2 

(3>AxT {3'Ay)' 
(6) 

The filter peak strength,/0, yields a filter volume of unity over 
the x-y plane. The filtering is performed using standard two-
dimensional discrete FFT and inverse FFT methods. 

The experimental results can best be interpreted with the aid 
of computational analysis (Grigoropoulos et al., 1991). This 
model employs a three-dimensional ADI transient algorithm 
for the solution of conductive heat transfer in the encapsulating 
layer, the glass substrate, and the solid phase silicon layer, and 
an enthalpy formulation for the analysis of phase change in 
the silicon layer. Figure 8 gives the calculated steady-state 
temperature distributions in the thin silicon layer along an axis 
through the center of the laser beam for laser beam powers 
PT = 0.3 W and 0.6 W and a laser beam 1/e irradiance radius, 
Wxi, = 40 ̂ m. These values correspond to the experimental 
data shown in Figs. 5 and 6. Thin film optics (Born and Wolf, 
1970) are used to calculate the film optical parameters for 
normal incidence of red (X = 632.8 nm) light. Density data 
(i.e., Yaws et al., 1981) show a linear relationship between 
density and temperature for solid silicon between the ambient 
temperature and the melting point. 

Psi = Psi.oU - 0.03 (T- 273)/1412] (7) 
The thickness of the solid silicon film was assumed also to 
vary linearly with temperature. The real part of the silicon 
complex refractive index is a linear function of temperature 
between approximately 300 and 1000 K (Jellison and Burke, 
1986) 
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Fig. 8 Predicted steady-state temperature distributions in the silicon 
layer for laser beam powers P r = 0.3 W and 0.6 W and wyb = 40 /tm. 
The sample is not moving. 
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Fig. 9 Calculated thin film reflectivity, ft, as a function of the silicon 
layer temperature 

n(\,T)=no(\)+a„(\)(T-300) (8) 
The coefficient «„(A) is a fifth-order polynomial of the wave­
length. The extinction coefficient, Arext, is given by the following 
expression: 

£ext(A)=MX) exp[(r-273)/430] (9) 
The liquid silicon complex refractive index has been measured 
by Shvarev et al. (1975). The reflectivity for molten silicon is 
found, Ri = 0.569. The thin film transmissivity, reflectivity, 
and absorptivity are calculated using thin film optics (Born 
and Wolf, 1970) and are shown as functions of temperature 
in Fig. 9. The simple heater assembly shown in Fig. 10 was 
constructed to check the reflectivity response of the optical 
microprobe to variations of the sample temperature. The tem­
perature of the sample, which was monitored by thermocouples 
embedded in the sample stage, was raised to 700 K. The sample 
reflectivity as a function of temperature is shown in Fig. 11. 
This curve shows the reflectivity peak that occurs at a tem­
perature of about 600 K. Figures 12 and 13 give the comparison 
between the computed and the experimentally measured re­
flectivity values for laser beam powers of PT = 0.3 W and 0.6 
W, respectively. It appears that the experimental signal is wider 
than the computed distribution, and that the calculated peak 
reflectivity values are higher than the experimentally obtained. 
It is, however, clear that the thin film optical interference 
effects responsible for the reflectivity peaks are captured by 
the experiment. 
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Fig. 10 Sketch of the sample heater arrangement 
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Fig. 11 Optical microprobe reflectivity signal as a function of the sam­
ple temperature. The marked points indicate experimental data. The solid 
line is a least-squares polynomial fit. 

The same trends were recognized in all the experimental 
results for solid phase silicon laser annealing. No data, even 
for increased radii, wX6, showed a reflectivity drop to 0.16, a 
value that is predicted for a film temperature of approximately 
1200 K. The minimum film reflectivity was found to be in the 
neighborhood of 0.3. The measured reflectivity signal repre­
sents an integrated reflectivity, which follows the Gaussian 
intensity distribution across the probing laser beam. Hence, 
in general, the measured signal underestimates the sampled 
point reflectivity, with error increasing as the probing beam 
radii, wpn becomes larger. This factor alone cannot fully ex­
plain the observed discrepancy. The data used for the calcu­
lation of the thin film reflectivity were based on measured bulk 
silicon optical properties for temperatures below 1000 K and 
extrapolated to the melting temperature of 1685 K. The ex­
perimental evidence presented in this paper suggests that the 
behavior of the polycrystalline film optical properties at high 
temperatures, in particular as these properties depend upon 
the film microstructure, should be independently studied. The 
film thickness and microstructure and the semiconductor elec­
trical transport properties are affected by the stress field in the 
material. The extent to which the thermal stresses developed 
during annealing influence the optical properties should also 
be examined. 

The experimental method was applied to the investigation 
of the phase change process. The sample material translation 
speed, V, was 0.5 mm/s, with the power ranging from PT = 
1.0 W to 2.0 W, and the laser beam l/e radius, w^,, varying 
from 34 /xm to 75 ion. Figure 14 shows the predicted temper-
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Fig. 13 Comparison between the experimentally obtained and the cal­
culated thin film reflectivity along an axis through the center of the laser 
beam. The operating conditions are those of Fig. 6. 

ature solution in the silicon layer for a laser beam of l/e radius, 
wX6 = 60 itm and total power, PT = 1.5 W at a time / = 40 
ms after the laser beam is turned on and focused on the moving 
sample. At that time, a steady-state temperature field, with 
respect to a fixed frame of coordinates assigned to the laser 
beam, is developed in the silicon layer. Figure 15 compares 
the predicted silicon layer reflectivity with the measured re­
flectivity signal on an axis close to the center of the laser beam, 
along the direction of motion. There is a sharp reflectivity 
increase that clearly indicates melting. Ahead of the molten 
pool, x< 0, the measured reflectivity signal is relatively smooth. 
The reflectivity of the recrystallized track, which is left in the 
wake of the molten pool, x>0, is not smooth, and it is not 
possible to observe the interference effects that characterize 
the polycrystalline silicon annealing. Etching of the encapsu­
lating Si02 layer and subsequent contrast interference micro­
scopic analysis of the recrystallized material reveal a "chevron" 
type of pattern. This pattern is formed of relatively long crys­
tallites, typically 15-20 /JID wide, separated by low angle grain 
boundaries. On the contrary, the polycrystalline silicon layer 
grains have an average characteristic dimension of about 2 /xm, 
and are significantly smaller than the sensing probing laser 
beam diameter. 

IV Conclusions 
A new method for in situ analysis of radiative phenomena 
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along an axis in the direction of motion passing through the center of 
the laser beam 

in laser annealing of thin semiconductor films has been pre­
sented. Spatially resolved thin film reflectivity measurements 
were obtained and correlated with theoretical modeling. Fur­
ther work is focused on the improvement of both the meas­
urement resolution and the postprocessing analysis. This 
method can also be applied to the experimental analysis of 
laser-induced transient thermal distributions. Research is also 
conducted to understand and establish thin film optical prop­
erties at high temperatures. 
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Multiple Reflection Effects on 
Evaporative Cutting With a Moving 
CW Laser 
Multiple reflection and beam guiding effects during laser machining are analyzed 
numerically. The surface of the treated material is considered to reflect the laser 
irradiation in a fully diffuse fashion, limiting the analysis to bodies that have a 
rough surf ace during laser evaporation (e.g., micro-explosive removal, violent sur­
face boiling, etc.). For local irradiation calculations the material surface is divided 
into a number of triangular elements with linear interpolation functions. The net 
radiative flux for these elements is obtained from standard view factor theory. The 
irradiation calculations are combined with a simple integral method governing con­
duction losses into the medium, and the resulting groove shape and depth are found 
through an iterative procedure. Considering multiple reflection results in increased 
material removal rates and deeper grooves, accompanied by a flatter profile near 
the centerline and steeper slopes in the other parts of the groove cross section. 

Introduction 
Lasers have a variety of applications in modern technology 

because of their ability to produce high-power beams. Appli­
cations include welding, drilling, cutting, machining, medical 
surgery, and others. 

Most of the theoretical work on laser-processing heat trans­
fer to date has centered on the solution of the classical heat 
conduction equation for a stationary or moving semi-infinite 
solid. Cases with and without phase change and for a variety 
of irradiation conditions have been studied. The simplest case 
without phase change was first treated by Carslaw and Jaeger 
(1959), while a pulsed heat source was addressed by Carslaw 
and Jaeger (1959), White (1963a, 1963b) and Rykalin et al. 
(1967). A disk-shaped source was first treated by Paek and 
Gagliano (1972), and a Gaussian power distribution was in­
vestigated by Ready (1971). The case of a semi-transparent 
solid was first addressed by Brugger (1972) and Maydan (1970, 
1971) for the one-dimensional case. A general heat conduction 
solution is given by Modest and Abakians (1986a), who looked 
at a moving semi-transparent body irradiated by a Gaussian 
laser source either uniformly in time or in a pulsed mode. 

The problem is considerably more complicated when phase 
change takes place. Soodak (1943) was the first to study the 
problem of melting with complete removal of melt for a one-
dimensional slab. Landau (1950) considered the same problem 
for the case where one surface was subjected to time-varying 
heating. Dabby and Paek (1972) considered laser penetration 
into the solid for a stationary semi-infinite solid. To model 
the laser drilling process von Allmen (1976) found a quasi-one-
dimensional solution that showed considerable agreement with 
experiments. Bar-Isaac and Korn (1974) used a three-dimen­
sional moving-heat-source model to describe the effects of a 
focused laser beam in the drilling process. Mazumder et al. 
have done considerable research on welding and melt pool 
behavior. Using a finite volume method, they developed a 
three-dimensional heat transfer model for laser welding (Ma­
zumder, 1987; Mazumder and Steen, 1980; Chande and Ma­
zumder, 1984) that allows for temperature-dependent 
properties, spatial distribution of the heat source, radiative 
and convective heat losses, and latent heat of fusion. Laser 

Contributed by the Heat Transfer Division and presented at the Joint AIAA/ 
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cutting or shaping with a moving laser was modeled by Modest 
and Abakians (1986b), for irradiation by a CW laser with 
Gaussian distribution onto an opaque, semi-infinite solid. They 
assumed one-step evaporation of the material (without beam 
interference), parallel laser beams, negligible reflection effects, 
and small heat losses (in order to employ a simple integral 
method for conduction losses). In a follow-up paper by Biyikli 
and Modest (1988), the assumption of parallel laser beams was 
relaxed showing that beam focusing has a strong influence on 
the laser shaping process. In another paper by Abakians and 
Modest (1988), they considered semi-transparent bodies, dem­
onstrating that materials would have to be very transparent to 
show substantially different behavior. 

In the model developed by Roy and Modest (1990) one of 
the weakest assumptions made by Modest and Abakians 
(1986b), Biyikli and Modest (1988), and Abakians and Modest 
(1988) was relaxed: Rather than treating conduction losses in 
a quasi-one-dimensional fashion, the full three-dimensional 
conduction equation was solved. Roy and Modest (1990) re­
ported that a more accurate treatment of the conduction losses 
has a considerable effect on the size of the groove formed by 
evaporation if the scanning velocity is fairly low (resulting in 
large conduction losses). Ramanathan and Modest (1990) re­
laxed the assumption of constant properties with the simplified 
one-dimensional integral formulation and found good agree­
ment with experimental data for silicon nitride ceramics. 
Though considering diffuse or specular reflections is well es­
tablished in standard radiation problems, it has not been ap­
plied extensively to laser-related processes. Baily and Modak 
(1989) used the Monte Carlo method to simulate laser ablation 
with cavity reflections. To reduce the noise from the Monte 
Carlo method and still conserve power, they used Legendre 
polynomial smoothing. They reported that ignoring multiple 
reflections may give discrepancies up to 30 percent in predicted 
results. Minamida et al. (1986) used the multiple reflection 
effects of high-power CO2 laser beams for wedge shape welding 
and developed a simple simulation model using the ray tracing 
method. They achieved fairly good prediction of the temper­
ature profile in the sample. 

Multiple reflection and beam guiding effects become im­
portant for highly reflective materials or for deep grooves with 
aspect ratios greater than one where large off-normal incidence 
causes high reflectivity values. Wallace (1983, 1986) found in 
his experiments that many of his grooves exhibited strongly 
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curved cross sections that apparently resulted from beam guid­
ing effects of partially polarized laser irradiation in the groove. 
Anthony (1980) also concluded that the non-straight holes in 
his experiments resulted partly from beam channeling along 
side walls. In the present study the surface of the treated ma­
terial is assumed to reflect laser irradiation in a fully diffuse 
fashion. Considering multiple reflections of the laser beam 
shows how beam channeling can increase the effective ab­
sorptivity of the material. 

Theoretical Background 
In order to obtain a realistic yet feasible mathematical de­

scription of the evaporation front in a moving solid subjected 
to a concentrated laser beam, the following assumptions will 
be made: 

1 The solid moves with constant velocity u and the frame 
of reference is fixed to the laser. 

2 The solid is isotropic with constant properties. Because 
the main emphasis of the present work is to study the effect 
of multiple reflections and beam guiding as compared to the 
previous model (Biyikli and Modest, 1988) where only direct 
irradiation is considered, this assumption is made mainly for 
simplifying the presentation of results. 

3 The material is opaque, i.e., the laser beam does not 
penetrate appreciably into the medium. Abakians and Modest 
(1988) showed that the absorption coefficient would have to 
be very small to make this a poor assumption. 

4 The change of phase from solid to vapor occurs in a single 
step at the evaporation temperature Tev. Real materials may 
display significantly different behavior (Modest and Abakians, 
1986b; Abakians and Modest, 1988), such as liquefaction fol­
lowed by evaporation, decomposition into liquid and gas, grad­
ual evaporation over a wide range of temperatures, outgassing 
followed by microexplosive removal of solid particles, and so 
forth. Assuming that the most important parameter is the total 
amount of energy required to remove material, referred to as 
"heat of removal," the present model should do quite well. 

5 The evaporated material does not interfere with the in­
coming laser beam, and ionization of the gas does not occur, 
both of which are true for many applications at moderate 
power levels. The gas is assumed transparent and there are no 
droplets or particles (or they are removed by an external gas 
jet). 

6 Heat losses by convection and radiation are negligible (as 
compared to conduction and change-of-phase losses). This was 
shown to be accurate under all conditions by Modest and 
Abakians (1986b). 

7 At the surface, the laser beam is reflected in a fully diffuse 
fashion with reflectivity pd = 1 - a. This limits the analysis 
to bodies that have a rough surface during laser evaporation 
(e.g., micro-explosive removal, violent surface boiling, etc.). 

The laser beam is assumed to have a Gaussian power dis­
tribution with ari effective radius R(z), which is given by 
Kogelnik and Li (1956) as 

R(z)=R0 1 + 
w + z 

•KRI/K 
(1) 

where R0 is the effective radius at the focal plane, w is the 
distance between the focal plane of the lens and the material 
surface (w > 0 for focal point above surface, and w < 0 for 
focal point below surface), and X is the wavelength of the laser. 
Since laser power for the expanding laser beam must be con­
served, the direct irradiation from the laser beam may then be 
expressed as (Biyikli and Modest, 1988) 

F = (k + tan j3 cos 0i + tan (3 sin <j>])F0 
Rl 

R2(z) 
-{X2+y2)/Rl{Z.) x e~ " ^y "" " ' (2) 

where /3 is the angle between a laser ray and the z-axis, <j> is 
the azimuthal angle for the ray measured from the x-axis in 
the x-j'-plane, and F0 is the flux density at the beam center. 
Under the above conditions the heat transfer problem is ex­
pressed in nondimensional form as (see Fig. 1) 

36» d2e d2e d2e 

d£ df dr,2 9f2 

£—±oo, r)-*±°°, f— + oo: 0 = 0 

(3) 

(4) 

f=S(€, i j ) 
• $ " " • 

r,)=-Nkh-VO-NeCi-ft) (5a) 

0(£. V)= 1 if i - n < 0 (.5b) 

N o m e n c l a t u r e 

c = 
D = 

Fi-J = 
^o = 

hig = 
H = 
JC = 

3C0 = 

k = 
n = 

K = 

specific heat 
thermal diffusivity 
view factor 
radiation flux density at 
center of beam 
direct irradiation flux vec­
tor 
"heat of removal" 
total irradiation 
nondimensional total irra­
diation 
irradiation component due 
to diffuse reflections 
direct irradiation compo­
nent 
thermal conductivity 
inward unit surface normal 
evaporation-to-laser power 
parameter 

Nk = 

Nx = 
N„ = 

P = 
Ro = 

R(z) 
s, S 

1 ev 

Tm 

u 
U 

V 
x,y,z 

conduction-to-laser power 
parameter 
beam divergence parameter 
beam focusing parameter 
laser power 
effective radius of laser 
beam at focal plane 
radius of laser beam 
groove depth 
fully developed groove 
shape 
evaporation temperature 
ambient temperature 
laser scanning speed 
laser speed-to-diffusion 
parameter 
material removal rate 
Cartesian coordinates 

ot(x,y) 

r 
5 

local effective absorptivity 
at laser wavelength 
reference absorptivity 
ratio of R(z) and Ro 
conduction penetration 
depth 
nondimensional tempera­
ture 
nondimensional surface 
temperature 
nondimensional x, y, z 
coordinates 

p = density of the medium, or 
reflectivity 

Subscripts 
ev = evaporation temperature 

Superscripts 
d = diffuse 

$,!», r = 
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Fig. 1 Cross-sectional view of laser evaporation setup and regime 

where the following nondimensional variables have been in­
troduced (Modest and Abakians, 1986b; Biyikn and Modest, 
1988) 

Z=x/R0, -q=y/Ro, t=z/R0 (6a) 

S=£^Z>, d=lzl^, K=^H m 

Ne=e^, Nk=
k{Tz-^\ u=^ (6C) 

a0F0 a0 F0R0 D 

Here p is the density of the medium, c its specific heat, k its 
thermal conductivity, D = k/(pc) is the thermal diffusivity, 
hig its heat of removal (i.e., the energy required to remove an 
amount of solid, either by melting followed by evaporation, 
by sublimation, by partial evaporation combined with micro-
explosive removal of particulates, or some other mechanism), 
s(x, y) is the local groove depth, a0 is its reference absorptivity 
(taken to be the maximum value of 1), and a(x, y) = 1 -
pd(x, y) is the local absorptivity and is assumed to be constant 
for the present study. Physically, Ne gives the ratio of power 
required to evaporate material normal to the irradiation, and 
absorbed laser flux. Nk approximates the ratio of conduction 
losses, again for a surface normal to irradiation, and absorbed 
laser flux. U relates the laser scanning speed to that of thermal 
diffusion (D) into the medium. N\ represents the degree of 
beam divergence and N„ is a nondimensional lens focal position 
measured from the material surface. Equation (5a) states that 
the absorbed total laser irradiation is partially converted into 
conduction losses and partially used for evaporating material. 
A nondimensional material removal rate may be defined as 

•f- = a0[Ne + NkU]-\ Sad-n (7) 
Vwc T J0 

where 

p[c(Tev-Tm) + hig] 

is the dimensional material removal rate for the case of no 
conduction losses and maximum absorptivity (a = 1), and P 
( = TTROF0) is the total laser power. 

The total irradiation at a point on the groove surface may 
be determined from 

3C(f, ij) = 3Co({, y)+ \ P%', ij')3C«', v')dFdA_dA' (9) 
^groove 

where the first term on the right-hand side is the dimensionless 
direct irradiation ( = F-n/F0), and the integral term is the con­
tribution of diffuse reflections from the groove and FdA-dA1 

is a standard view factor as described, e.g., by Siegel and 
Howell (1981). Equation (3) with its boundary conditions (4), 
(5a), and (9) forms a complete set for the solution of the 
temperature field 8. The additional boundary condition (5b) 
over the evaporation region is required for the determination 
of the groove depth S. To solve the above set of equations, 
the following additional assumptions are made: 

8 The temperature drop will be strongest normal to the 
surface, so that the diffusion term may be replaced by one-
dimensional conduction into the normal direction, i.e., V20 
— d26/dn2, where n is distance along the unit surface normal 
n. 

9 The conduction equation can be solved by an integral 
method for which the temperature profile normal to the surface 
may be approximated by a quadratic polynomial, i.e., 6 = 
60(\ - n/8)2, where 60 is the nondimensional surface temper­
ature and 8 is the conduction penetration depth. 

The resulting simplified set of equations is similar to the one 
used by Modest and Abakians (1986b) as well as by Biyikli 
and Modest (1988), except that the present irradiation model 
is considerably more complex. The conduction simplification 
is made for computational efficiency, since it is the effects of 
beam guiding that are of interest here. Three-dimensional con­
duction effects have been modeled by Roy and Modest (1990). 
They showed that the one-dimensional model gives excellent 
results as long as the laser scanning speed is not too low (U 
> 10); only for £ > 0 near the center line is the one-dimensional 
model appreciably in error (since dS/drj at t\ = 0 cannot be 
enforced). It was felt that the accuracy of the one-dimensional 
model was adequate for the present purpose, i.e., to evaluate 
the effects of multiple reflections in a laser-formed groove. 

Solution Approach 

The nature of beam guiding has a strong influence on the 
shape of the hole or groove formed by the laser; this shape, 
in turn, has a strong influence on beam guiding. Therefore, 
the radiation problem must be solved iteratively together with 
the quasi-one-dimensional conduction problem. In order to 
predict the total irradiation at each node, the entire groove 
shape, or groove depth S(£, ?j), needs to be known. The solution 
for the case with correct absorptivity but without reflections 
is used as initial guess. Based on this groove the total irradiance 
is calculated, and an updated groove shape is determined, etc., 
until convergence is achieved. 

In order to determine irradiation due to multiple reflections 
inside the groove, the surface is subdivided into triangular and 
rectangular linear elements, as depicted in Fig. 2, where interior 
positions are expressed through linear interpolation of nodal 
values. The local irradiation terms are then calculated using 
standard view factor theory (Siegel and Howell, 1981). Both 
contour integration and numerical quadrature of triangular 
elements are used to evaluate the view factors. For narrow, 
deep grooves only a small number of view factors will be 
significant. Re-emission from the surface has already been 
shown to be negligible by Modest and Abakians (1986b). As­
suming uniform properties across each subsurface, equation 
(9) may be rewritten as 
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Fig. 2 Grid system for groove 

3C, = 3C0f+ Yt PjFi-jWj for / = 1, 2, . . . , m (10a) 

JCr/ — JC/ — 3Co/ (1 OcO 

where 3C, is the total irradiation for subsurface /, and Fj-j is 
the view factor between subsurfaces i and j and is a function 
of geometry only. The unknown 3C, are determined by solving 
the set of simultaneous equations using a standard equation 
solver. The diffuse reflection term is then calculated from 
equation (10b). 

The diffuse reflection term calculated above is incorporated 
into the differential equations governing the groove shape, 
using bilinear interpolation within each linear element. The 
calculation of the configuration factors is the most CPU time-
consuming part and, therefore, a somewhat coarse grid system 
has to be used sometimes for those calculations, while a finer 
grid system is used for the differential equation for the cal­
culation of the groove shape. The bilinear variation insures 
first-order continuity at the element boundaries. In order to 
perform the interpolation, diffuse reflection energy values must 
be transferred from the elements themselves to each vertex of 
the elements. This is achieved by weighted averaging of sur­
rounding subsurfaces similar to the method used by Cohen 
and Greenberg (1985). A typical number of surface elements 
is about 800 ~ 900. The final result is within 0.5 percent of 
the results obtained with 1200 elements (which was the max­
imum possible for the present computer). 

The solution steps for the simplified conduction equations 
are similar to the ones used by Biyikli and Modest (1988). 
While only the solution to Regime II (ablation zone) is of 
interest, Regime I (preheat zone) must first be solved in order 
to provide the boundary between the two regimes, £min(?7), and 
a beginning value for the conduction penetration depth <5(£mjn)-
Although only purely diffuse reflection is considered here, the 
absorptivity and reflectivity for the diffuse irradiation could 
be allowed to vary with direction of incidence to account for 
the effects such as the polarization of the laser beam on the 
groove formation. For Regime I, since the surface is flat and 
the beam divergence is assumed small, the direct irradiation 
angle is nearly normal. Therefore, cx/ao — const over this 
regime, and the solution for Regime I is exactly the same as 
given by Biyikli and Modest (1988) 

/,2 3VTT N 

"4[//V|r3 ^V e- ( £ 2 + 2"2 ) / r 2[ l+erf«/r)] (11) 

Solving for rj as a function of i; in equation (11) for d0 = 1 
establishes the boundary between Regimes I and II. 

The groove depth S(£, r/) is found from the equations for 
Regime II using the Regime I solution as boundary conditions. 
The governing equation for the integral method is of first order 
and, thus, hyperbolic in nature (Modest and Abakians, 1986b). 
It is readily found that r; = 0 is a characteristic line, and that 
dS/dr) may be discontinuous across that line. Here groove 
depth, S, and penetration depth, 8, at a node (£, ?j) were 
evaluated with a simple explicit-implicit method, where it is 
assumed that S and 5 are known for all nodes with f < £, and 
T? > rjj. Therefore, the solution for a given £, is started at the 
outer boundary at t\ = r;max(£;) (where S = 0 and 5 has the 
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value determined from the Regime I calculations), marching 
inward toward ij = 0. More details on the conduction solution 
can be found in the papers by Modest and Abakians (1986b) 
and Biyikli and Modest (1988). 

A first approximation of S (i.e., the groove shape) is obtained 
by neglecting multiple reflections while using the given ab­
sorptivity. Using this groove shape, the local irradiation due 
to diffuse reflections is calculated and added to the boundary 
condition of the quasi-one-dimensional conduction equation 
to update the groove shape. The governing equations and 
boundary conditions are extremely nonlinear and very sensitive 
to the added reflected energy. This is especially true for deep 
grooves with high reflectivity. To overcome this difficulty, a 
pseudo-reflectivity P*(^P) is introduced in equation (10a) as 
follows: 

Kn=J]Ft_j(pferj + P?3C0j) for i = l , 2 , 
y = i 

m (12) 

After reaching intermediate converged results (corresponding 
physically to a case of weaker irradiation), p* is increased and 
the above step is repeated until final convergence is obtained 
with pf = pf. 

Discussion of Results 
Figure 3 shows how a typical groove develops along the £-

direction for the case of U = 50, Nk = 0.002, Ne = 0.01. For 
this set of parameters the groove undergoes evaporation over 
more than 90 percent of its width until J = 0.54, if multiple 
reflections are neglected. If beam guiding is accounted for, 
this region extends t o£ = 1.1-1.2. At £ = 1.61 evaporation 
still takes place for 17 < 1.41, while without reflections the 
final groove shape has been reached. Figure 4 shows a top 
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view of the evaporating zone under a laser beam striking the 
surface of the material. Exact boundary points have been cal­
culated using equation (11) for the onset of evaporation. For 
a given ^-coordinate evaporation will occur until such £-lo-
cation where the surface temperature drops below the evap­
oration temperature, 60 < 1. Since this location tends to fall 
between nodes, only the maximum ^-location (for each 17) is 
indicated in Fig. 4, for which 60 = 1. This results in a somewhat 
un-smooth evaporation tail picture because of the relatively 
crude nodal system employed (to limit the large CPU require­
ments for the calculation of view factors). This graph dem­
onstrates how reflections, particularly from the steep walls near 
the centerline just ahead of the laser (£ < 0, lij I small), cause 
strong irradiation downstream, extending the evaporation zone. 
Note that, for this case, the farthest downstream evaporation 
point no longer falls on top of the centerline, since the peaks 
of reflected radiation (due to reflection from £ — 0, I r; I > 
0) are not near the centerline. For all cases beam guiding 
extends the evaporation zone downstream compared to the no-
beam-guiding model. Thus, multiple reflections tend to carve 
out the bottom of the grooves, resulting in steeper grooves, 
which stay more equally wide over much of their depth. 

The influence of the absorptivity a on the importance of 
multiple reflections is shown in Fig. 5. Here U = 10, Nk = 
0.01, and A^ = 0.01 have been selected as representative values. 
Without reflections, large values of a result in deeper grooves 
with large nonzero slopes at the centerline, while small values 
of a form shallow grooves with flatter center zones. By con­
sidering multiple reflections, the present model shows a sig­
nificant increase in groove depth and the formation of different 
groove shapes. If a is very small, the groove formed by direct 
irradiation becomes so shallow that most reflected energy leaves 
the cavity, reducing the effects of beam guiding. For inter­
mediate values of a, the reflections from the wall produce a 
wider flat center region and steeper groove walls. As a becomes 
large, the effect of reflections is reduced, and the groove shapes 
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become identical for a = 1. This tendency is clearly seen in 
Fig. 6, which shows removal rate as function of absorptivity. 

Figure 7 shows the development of centerline groove depth 
for different scanning speeds, but keeping energy deposition 
per unit area (U x Nk) constant. It is observed that the beam-
guiding model and previous model predictions are close for 
negative ^-locations. For positive values of £ the models diverge 
since the old model neglects the large amount of energy re­
flected from the groove walls into the downstream direction. 
Interestingly, the current model gives nearly the same maxi­
mum groove depth at the centerline for all scanning velocities 
as long as the energy deposition rate remains constant. There 
appears to be no logical explanation for this and, therefore, 
this statement cannot be generalized. However, the groove 
cross sections are different, as seen from Fig. 8: Increasing U 
decreases conduction losses and the removed material volume 
increases, resulting in grooves that are wider and flatter at the 
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Fig. 12 Effects of Wx on the groove, for beam focused above the surface 

bottom. The previous model without reflections, on the other 
hand, predicts different groove depths with similar cross sec­
tions. 

Figure 9 shows the effects of u, the laser scanning speed, 
on the fully developed groove shape S„. Here a = 0.3, Nk = 
0.01, and U/Ne = 500 have been selected. As the velocity is 
reduced, the irradiation produces deeper grooves resulting in 
an increased beam-guiding effect, while increased velocities 
give shallow grooves with reduced beam-guiding effects. The 
material removal rate increases as u increases if multiple re­
flections are neglected as depicted in Fig. 10. In contrast, the 
beam guiding model shows a decrease of material removal rate 
as u increases. This is apparently due to the fact that, for larger 
scanning velocities with the resulting shallow grooves, the ef­
fective absorptivity (total beam trapping) decreases faster than 
the diminishing conduction losses. 

For the case of focusing beams, the nondimensional beam 
divergence number, N\, shows the rate of beam expansion, 
and N„ indicates the position of the beam waist relative to the 
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solid surface. Nw is negative if the focal point of the lens is 
below the surface of the material. The effect of the beam 
expansion rate on the size and shape of fully developed grooves 
is depicted in Figs. 11 and 12 for different beam divergence 
numbers, N\. With increasing beam divergence the groove 
depth decreases, since the beam expands beyond the focal 
point, resulting in less concentrated laser energy at the groove 
surface. As Nx becomes larger, the groove becomes shallower 
with a flatter center region if beam guiding is considered. For 
Nx = 0.2, a significantly different groove profile with flat 
center region and steeper groove walls is obtained. On the 
other hand, only a slightly changed profile is obtained if mul­
tiple reflections are neglected. This implies that significantly 
different groove shapes may be obtained for the same material 
and operating conditions just by using a different focal-length 
lens. The decrease in depth is rather minor (Fig. 11) if the 
beam is well focused, but can be very substantial if the beam 
is poorly focused (Fig. 12). 

The influence of beam waist position on fully developed 
groove shape and depth is shown in Fig. 13 for different focal 
points. It is observed that the depth of the groove increases 
and passes through a maximum when the beam is focused 
slightly inside the material. This type of behavior has been 
observed by Bar-Isaac and Korn (1974) for laser drilling and 
by Biyikli and Modest (1988). The increase in groove depth 
by focusing the beam slightly inside the material is apparently 
due to better average focusing of the laser energy, hence uti­
lizing the energy more efficiently for evaporation rather than 
conduction. The groove gets shallower and wider when the 
focal point is moved further away from the surface of the 
material. To avoid crowding of the figure no results without 
beam guiding are shown. The behavior, however, is similar to 
that in Fig. 12. 

The influence of N\ and Nw on the material removal rate is 
shown in Fig. 14. In the vicinity of Nw = 0, the material 
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removal rate is relatively flat while it drops off rapidly for 
laser beams with their focal points far above or below the 
surface. The curves with a = 1 showing maximum removal 
rate for a few focal positions above and below the surface 
correspond to the results of Biyikli and Modest (1988). The 
beam guiding model shows a much stronger dependence on 
focal position, especially in the vicinity of N„ = 0. This implies 
that as N„ gets smaller, the groove becomes deeper, resulting 
in increased beam guiding effects. 

Summary 
Multiple reflections and beam guiding effects on evaporative 

cutting with a CW laser have been studied by combining ir­
radiation calculations, using view factor theory, with a quasi-
one-dimensional conduction model. It is observed that beam 
guiding plays an important role in forming the fully developed 
groove, resulting in an increased effective absorptivity. 

Due to beam channeling from the upstream wall as well as 
the side walls, the evaporation zone extends farther down­
stream and the fully developed groove cross sections have 
steeper groove walls with a flatter center region as compared 
to that predicted by the previous model without reflection 
effects. For materials with relatively large reflectivity, the ma­
terial removal rate is increased significantly, resulting in an 
increased effective absorptivity. Generally, the beam guiding 
effects become significant for high-reflectivity materials and/ 
or deep groove cases. For the cases of present study, the re­
moval rate is increased by 20 percent for low-reflectivity ma­
terials and by up to 70 percent for high-reflectivity materials. 

The groove depth can be increased by using lenses with larger 
focal lengths focused slightly inside the material. Larger focal 
length lenses have larger minimum beam radii at the focal 
plane, but with a lower beam divergence focused near the 
surface. On the other hand, flatter grooves with steeper walls 
can be obtained by using lenses with shorter focal lengths. 
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Heat Transfer to a Thin Solid 
Combustible in Flame Spreading 
at Microgravity 
The heat transfer rate to a thin solid combustible from an attached diffusion flame, 
spreading across the surface of the combustible in a quiescent, microgravity envi­
ronment, was determined from measurements made in the drop tower facility at 
NASA-Lewis Research Center. With first-order Arrhenius pyrolysis kinetics, the 
solid-phase mass and energy equations along with the measured spread rate and 
surface temperature profiles were used to calculate the net heat flux to the surface. 
Results of the measurements are compared to numerical solution of the complete 
set of coupled differential equations that describes the temperature, species, and 
velocity fields in the gas and solid phases. The theory and experiment agree on the 
major qualitative features of the heat transfer. Some fundamental differences are 
attributed to the neglect of radiation in the theoretical model. A scale analysis is 
developed that makes use of the experimental data at different ambient conditions 
to support the notion that radiation is important and to investigate the effect of 
pressure on the spread rate. 

Introduction 
With respect to fire safety in spacecraft, it is important to 

know the mechanisms of flame spread across a solid com­
bustible in a low-gravity environment. In the absence of grav­
ity, or buoyancy (Altenkirch et al., 1980), and any forced flow 
(Fernandez-Pello et al., 1981), the flow field is established by 
the fact that the flame is moving with respect to the solid and 
the pyrolysis process at the surface, which results in flow fields 
with velocities of the order of the spread rate. Heat transfer 
forward of the flame is responsible for allowing the flame to 
propagate, and, for a thin fuel, this heat transfer occurs via 
conduction in the gas or radiation. Most analyses for flames 
spreading into an opposing flow are for the situation where 
the flow velocities are large compared to the spread rate; ra­
diation heat transfer in these analyses is neglected because the 
view factor from the flame to the unburned fuel is small, and, 
for most situations, the optical depth of the flame gases is also 
small (Sibulkin et al., 1981). Solid surface reradiation appears 
to be unimportant except for very slow flows (T'ien, 1986; 
Chen, 1986; Fakheri and Olson, 1989). 

Although a substantial number of experimental studies on 
flame spread under normal gravity has been conducted, similar 
studies in a microgravity environment are substantially fewer 
in number. Such experiments, besides having implications for 
fire safety in space vehicles and future space stations, provide 
a means for uncovering some of the physics of the flame spread 
process at reduced gravity that may be masked in the gravi-
tationally induced flows that exist in the normal gravity en­
vironment. To date, most quantitative flame spread studies 
conducted at reduced gravity have been carried out in drop 
tower facilities that generate a short period, a few seconds, of 
microgravity (see, e.g., Olson et al., 1989, and Andracchio 
and Cochran, 1976). Even though the experimental time avail­
able in drop towers does limit the conditions that can be stud­
ied, useful quantitative results can be obtained for selected 
combustibles and environments. Other means of developing 
low-gravity environments have heretofore not been available, 
e.g., the Space Shuttle (Bhattacharjee et al., 1990; Vento et 
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al., 1989), or produce a gravitational field that might not be 
low enough or of sufficient quality to allow quantitative stud­
ies, e.g., aircraft flying Keplerian trajectories (Altenkirch, 
1985). 

Here we use surface temperature measurements for flame 
spread across ashless filter paper obtained in a drop tower at 
NASA-Lewis Research Center to obtain the net heat transfer 
rate from the gas-phase flame to the solid. The results are 
compared to the results of an analysis (Bhattacharjee et al., 
1990) for flame spread at zero gravity that neglects all effects 
of radiation. Detailed presentation of the measured and com­
puted spread rates from the analysis as a function of percent 
oxygen in the environment and pressure as well as a dimen-
sionless presentation of spread rate versus Damkohler number 
(Altenkirch et al., 1980) for the computed spread rates appear 
elsewhere (Bhattacharjee et al., 1990). Differences between the 
results of the experiments and numerical solution are utilized 
to evaluate qualitatively the importance of radiation heat trans­
fer in flame spreading at reduced gravity. A scale analysis is 
used to compare surface radiation with conduction heat trans­
fer and to establish the relative importance of gas-phase ra­
diation to solid-surface reradiation. The observed dependence 
of spread rate on ambient pressure is explained through phe-
nomenological arguments stemming from the scale analysis. 

Experimental 
Diffusion flames spreading over thin solid fuels were studied 

in a quiescent, microgravity environment through the use of 
the 5.18 s Zero Gravity Facility at NASA-Lewis Research Cen­
ter (Olson, 1987). Samples of vacuum-dried, ashless filter paper 
10 cm long by 3 cm wide by 0.0826 mm half-thickness with 
ah area density of 4.28 x 10~2 kg/m2 were used. 

Upon entering microgravity, the sample was ignited inside 
a cylindrical chamber filled with an 02/N2 mixture and whose 
volume is large enough to provide an unchanging ambient 
oxidizer environment during combustion. The ignitor was 
deactivated after 0.3 s to minimize the energy input to the 
system from the ignitor. A description of the apparatus and 
some of the procedures used is given by Olson (1987). A 16 
mm cine camera was used to record the flame spread process. 
The films were later analyzed using a film motion analyzer 
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X 

Fig. 1 Flame spread configuration 

connected to a microcomputer to determine flame spread rate 
and flame dimensions. Estimated uncertainty in flame spread 
rate is ±6 percent except for the 30 percent 0 2 test, where the 
uncertainty is ± 11 percent due to difficulty in measuring the 
position of the very dim blue flame. 

Fine type-R, bare-wire thermocouples (0.013 cm in wire di­
ameter) were positioned in the gas phase approximately 7 mm 
(± 1 mm) from the fuel surface and imbedded within the fuel 
surface to record the pyrolysis process as the flame passes. The 
location of the thermocouples with respect to the ignitor varied 
with percent oxygen and pressure to insure that the flame would 
reach the thermocouples during the 5 s of low-gravity test time. 
All were within 1.0 to 2.5 cm of the ignitor. The gas-phase 
flame shape did not have time to reach steady state during the 
short test time, so the gas-phase temperature measurements 
can only provide qualitative information. 

Thermocouple data were referenced to room temperature. 
Potential outputs were recorded during the test at a frequency 
of approximately 15 Hz. No radiation or conduction correc­
tions have been made to the temperature data; an estimate of 
the uncertainty associated with a radiation correction gives a 
worst-case uncertainty in the temperature measurements of 
approximately 20 K at the highest temperatures recorded. 

Tests considered in detail here were conducted at 1.5 atm 
with oxygen molar percentages of 30, 50, 70, and 90 percent. 
An additional test conducted at 0.5 atm is used to investigate 
the effects of pressure on the flame spread process. 

Experiment Analysis 
Figure 1 shows a sketch of the flame as it approaches the 

imbedded thermocouple at speed Vj. The spread rate is deter­
mined from flame position versus time data, an example of 
which is shown in Fig. 2. 

With respect to the flame, there is a steady flow of gas and 
solid fuel into the flame at a speed equal to the spread rate. 

^ 
o-° 

-IT I V. = 0 .77 cm/S 

„**" 

,0-°" 
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Fig. 2 Position (x) versus time (/) for 70 percent 0 2 in N2 at 1.5 atm 
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Fig. 3 Experimental surface temperature profiles with the origin equiv­
alent to time zero, i.e., the instant the drop is initiated 

The time-temperature data obtained from the thermocouple 
are converted to x-Tdata using the transformation x= — Vft. 
An example of such data after application of the transfor­
mation is shown in Fig. 3. The origin in Fig. 3 is fixed at the 

Nomenclature . 

A = surface area covered by the 
flame, m2 

ap = Planck mean absorption 
coefficient, m"1 

As = pre-exponential factor for 
solid pyrolysis = 5 x 1010s " ' 
(Bhattacharjee et al., 1990) 

Ci = constant of order unity 
Cp = specific heat of gas at con­

stant pressure, kJ/kg-K 
(Bhattacharjee et al., 1990) 

Cs = specific heat of solid fuel, 
kJ/kg-K, set equal to Cp 

Es = activation energy for pyro­
lysis = 139.6 kJ/mol (Bhat­
tacharjee et al., 1990) 

/ = fraction of gas-phase emis­
sion that hits fuel surface 

I\ (x) = integrated quantity from x to 
infinity, Eq. (2) 

h(x) 

Lr 

^r,e 

Lr,, 

Lv 

m" 
Q(x) 

= integrated quantity from x to 
infinity, Eq. (4) 

= reference thermal length = 
ar/Vf, m 

= reference thermal length 
based on the experimental 
spread rate = ar/Vfi6, m 

= reference thermal length 
based on the theoretical 
spread rate = ar/Vfit, m 

= heat of evaporation for fuel 
at 298 K = 368.5 kJ/kg 
(Bhattacharjee et al., 1990) 

= mass flux, kg/m2-s 
= cumulative heat transfer, per 

Qc 

Qs 

Qi 

Onet 

Qr 

Qs 

unit width, from x to infin­
ity, W/m 

R 

heat flux, W/m2 

conductive heat transfer, per 
unit width, from gas to 
solid, W/m 
radiative gas emission, per 
unit width, W/m 
heat loss from the flame and 
fuel surface, per unit width, 
due to gas and solid radia­
tion, W/m 
net heat transfer to the sur­
face, per unit width, W/m 
heat lost by radiation from 
the surface, per unit width, 
W/m 
surface emission loss, per 
unit width, W/m 
radiation/conduction param­
eter, Eq. (11) 
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location of the thermocouple, and the location of the sharp 
temperature rise signifies the flame position. The changes in 
flame position for different environments are due to the fact 
that the flame spreads at different rates, and the thermocouples 
were placed at appropriate distances from the ignition source 
(1.0, 1.5, 1.5, and 2.5 cm for 30, 50, 70, and 90 percent 0 2 , 
respectively) to capture the maximum amount of information. 

For a thermally thin fuel there is no variation of any property 
across the fuel thickness. This situation occurs when the half-
thickness of the fuel, r, is much less than the characteristic 
length for conduction in the solid, which, for gas-phase con­
duction dominant over solid-phase conduction, is [ar/ 
VrflMTv-TJ} / {\g(Tf-Tv)}. Because MT.-T^)/ 
\(Tf- Tv) is usually small for cellulosic fuels, T< <ar/Vfis a 
sufficient criterion to establish that the fuel is thin (Chen and 
T'ien, 1986; Altenkirch and Bhattacharjee, 1990). A first-order 
Arrhenius decomposition law for pyrolysis then yields the fol­
lowing ordinary differential equation for mass conservation 
in the solid: 

w " = — (psTVf)=AspsTe~ (1) 

Here ps and T„ are the density and temperature, respectively, 
at any location x along the solid. Becasue pyrolysis occurs 
throughout the thickness, it is reasonable to assume that the 
thickness remains constant while ps decreases due to depletion 
ofvolatiles. This assumption has been used before (Chen, 1986; 
Bhattacharjee et al., 1990), and with it Eq. (1) can be integrated 
to yield an expression for ps. 

P/P... = <?"w, where /, ( * ) = - [ £ e~E^T^dx (2) 
Jx Vf 

The integral I^x) is numerically evaluated after curve fitting 
the integrand with cubic splines. 

The energy equation for the solid expresses a balance be­
tween the net heat flux to an element in the solid, the rise in 
its enthalpy, and the energy needed to vaporize the solid as 
dictated by Eq. (1). 

q = -jx (psTVfCsTs) + m"(Lv+Cp(Ts-Ta,) + CsTa,) (3) 

Although q(x) can be evaluated from Eq. (3), it is best to 
avoid direct numerical differentiation of experimental data by 
first evaluating the cumulative heat transfer up to a location 
x by integrating Eq. (3). 

x ' L r , e 

Fig. 4 Experimental surface temperature profiles with the origin situ­
ated at the peak of the heat flux profile 

QM- qdx= VfCs(TpsTs[x=a,-TPsTs) + I2(x) (4) 

where the integral I2(x) = \°°xm" {Lv + Cp(Ts~Ta) + CsTa) 
dx is evaluated in a similar manner as I\{x). The resulting heat 
transfer Q(x) may contain behavior that should be removed 
by smoothing before differentiating to yield the heat flux q (x). 
While a low degree of smoothing cannot eliminate physically 
unrealistic behavior, a high degree of smoothing reduces the 
peak heat flux. The optimum degree of smoothing was ob­
tained by trial and error for each individual case. After eval­
uation of the heat flux, a new origin is selected as the location 
of the peak flux. 

Results 
Whenever possible, the experimental results are compared 

to results of the theoretical model that has been formulated 
and solved numerically (Bhattacharjee et al., 1990). In the 
model, conservation equations for mass, momentum, species, 
and energy in the gas phase and mass and energy in the solid 
phase are solved numerically to yield the spread rate and the 
flame structure. First-order, solid-phase pyrolysis and second-

Nomenclature (cont.) 

R = universal gas constant, 8.314 
J/mol-K 

S = inverse Stark number, Eq. 
(12) 
time, s 
temperature, K 
equivalent environment tem­
perature for gas-phase radia­
tion, K 
flame temperature, K 
reference temperature, K 
solid temperature, K 
vaporization temperature, K 
initial fuel temperature, 298 
K 
spread rate m/s 
experimental spread rate, 
m/s 
theoretical spread rate, m/s 

t = 
T = 

T — 

Tr = 
Ts = 
Tv = 
Ta = 

Vf = 
Vf,e = 

Vf,. = 

W = fuel width, m 
x = coordinate along the solid 

surface, m 
a = absorptance of the fuel sur­

face = e 
ar = reference thermal diffusivity 

of the gas = \/pgCp, m2/s 
e = surface emittance, value used 

is unity 
K = optical depth 

X̂  = thermal conductivity of the 
gas, W/m-K 

Xs = thermal conductivity of the 
solid, W/m-K 

pg = gas density, kg/m3 

ps = solid density, kg/m3 

pS|0o = initial solid density, kg/m3 

pSiXr = 4.282 x 10"2 kg/m2 

a = Stefan-Boltzmann constant 
= 5 .67xlO - 8 W/m2-K4 

T = invariant half-thickness of 
the fuel sheet, m 

Subscripts 
e = 
f = 
g = 
P = 
r = 
s = 
/ = 

00 = 

experimental value 
fuel 
gas 
preheat 
reference or radiation 
solid 
theoretical value 
ambient condition 

Superscript 
= in the units of Tm 
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Fig. 5 Theoretical surface temperature profiles from Bhattacharjee et 
al. (1990) with the origin situated at the peak of the heat flux profile 
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Fig. 6 Experimental fuel density profiles consistent with Fig. 4 

order, gas-phase kinetics are used. Missing in the theory are 
gas and solid surface radiation effects. For consistency, the 
properties used here are the same as those used by Bhatta­
charjee et al. (1990). 

Steady spread rates were calculated from the x-t diagrams. 
A steady spread rate is obtained in a short period of time after 
ignition, as can be seen from the linear x-t relation in Fig. 2. 
In the absence of any induced motion, the velocity scale is 
defined by the spread rate Vj. For a thermally thin fuel (Al-
tenkirch et al., 1980), the length scale of importance is estab­
lished by the gas phase, and if radiation is neglected, a balance 
between conduction and convection generates the thermal 
length scale Lr = ar/Vf, where ar is the thermal diffusivity of 
the gas at a reference temperature Tr, which may conveniently 
be taken as an average of the ambient temperature and the 
adiabatic, stoichiometric, flame temperature for complete 
combustion. The spread rate increases with increasing oxygen 
content, and so the length scale is smaller for the higher ambient 
oxygen concentrations. The time scale, Lr/Vf= ar/VJ, is, there­
fore, much larger for the slower moving flames. Because the 
available microgravity time is the same for all cases studied, 
the extent of information collected is greater for the cases with 
the higher oxygen level. This is evident in Fig. 3 where the 
experiment for 90 percent oxygen is seen to cover the greatest 
span on the x axis. 

The temperature profiles of Fig. 3 are replotted in Fig. 4 
after aligning the flame tip locations to a common origin. This 
location for each flame is, as mentioned earlier, the position 
of peak heat flux. The thermal length scale Lrfi, where the 
subscript e implies use of the experimental spread rate Vf<e in 
calculating Lne, was used to nondimensionalize the x coordi­
nate. Corresponding theoretical profiles are shown in Fig. 5 
where the computed spread rates Vft, (r for theory) were used 
in determining the length scale LrJ. The reference temperature 
used in evaluating <xr was kept the same for theory and ex­
periment for consistency. The spread rates predicted by the 
theory, which increase linearly with increasing percent oxygen 
at fixed pressure (Bhattacharjee et al., 1990), are higher than 
the experimental values, and this is reflected in the disparity 
of length scales between theory and experiment. The apparent 
nonlinearity of V/yt with 0 2 percent reflected in the dependence 
of Lry, on 02 percent is due to the increase of ar with increasing 
flame temperature. Both Figs. 4 and 5 show a preheat zone 
followed by a relatively constant temperature pyrolysis zone. 
The preheat zone spans a length of approximately unity in the 
theoretical profiles, which is expected because conduction and 
convection are the only two mechanisms of heat transfer in 
the theory. 
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Fig. 7 Theoretical fuel density profiles from Bhattacharjee et al. (1990) 
consistent with Fig. 5 

The preheat zones for the experimental results are much 
shorter than unity, implying that the actual length scale might 
be smaller than the thermal length Lr,e, which is established 
by a balance between conduction and convection. This obser­
vation suggests a higher conductive heat flux, at the same flame 
temperature, than that required for heating of the incoming 
gases. The only ways to account for this higher than expected 
conductive flux are radiation losses from the flame and/or 
surface and/or enhanced convective cooling due to an induced 
flow. The gravity levels present in the drop tower and the 
observed symmetry of the flame suggest a lack of induced 
motion. Hence, it seems likely that radiation losses play an 
important role here due to an enhanced effect of residence 
time. We further notice in Fig. 4 that the preheat length be­
comes shorter for slower flames. The residence time being 
greater in slower spreading flames, it can be expected that the 
importance of radiation losses is greatest for such flames, and 
the conduction length scale Lr<e becomes inappropriate for 
characterizing the flame. Elaboration on this point is provided 
later. 

The density profiles evaluated using Eq. (2) are shown in 
Fig. 6. The solid density decreases steadily because of the 
depletion of fuel by evaporation. The faster the flame spreads, 
the longer is the pyrolysis zone in order to accommodate the 
fuel that must be evaporated. For the same reason, the the­
oretical flames, having higher spread rates, show larger py-
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Fig. 9 Theoretical surface heat flux profiles from Bhattacharjee et al. 
(1990) 

rolysis zones (see Fig. 7). Another distinction between exper­
iment and theory emerges with respect to the location of the 
onset of pyrolysis. The theory predicts that pyrolysis starts at 
about the same location as that of the peak of the flux (* = 0) 
whereas in Fig. 6 this location can be seen to migrate upstream 
as the ambient oxygen level decreases. 

The conductive heat flux profiles from theory and the net 
heat flux profiles from experiment and Eq. (3) are compared 
in Figs. 8 and 9. The theoretical conductive flux levels are 
about 20-40 percent higher than the experimentally derived 
net ones. The net flux consists of conduction and radiation 
from the gas to the solid less the radiation lost from the surface. 
Consistent with the above discussion, the absence of a radiative 
loss in the theoretical description is likely to contribute to the 
differences seen between theory and experiment.The flame is 
physically much smaller than that predicted by theory. As a 
result, radiation loss from a long tail cannot be sustained by 
the smaller flame, and so the long pyrolysis tail evident in the 
theoretical flame is not found experimentally. 

Discussion 

Radiation interacts with the spreading flame in complicated 
ways. Radiation emitted from the surface, Qs, interacts with 
the radiating flame in the gas before escaping to the environ­
ment. A fraction / of the emitted radiation Qg from the gas 

phase is directed toward the surface, a part is absorbed, and 
the rest is reflected back to the gas phase to complicate the 
situation further. The net heat transfer rate to the surface, 
<2net, thus consists of heat conduction and part of the gas-phase 
radiation minus radiation emitted and reflected from the sur­
face. 

For flames of small optical depth, which constitute the class 
of flame in which we are interested here, the emission ap­
proximation may be invoked. The total heat lost from the 
flame and fuel surface due to radiation, Qh and the net heat 
transfer to the fuel, Qnet, can then be expressed as 

a=a+a -/)&+/(i -«oa=&+(i 
Qn* = Qc-Qr 

ef)Qg (5) 

(6) 

where Qr = Qs - ef Qg. The surface absorptance has been taken 
equal to the emittance in Eq. (5).The spread rate depends on 
the net heat transferred to the solid from the gas, and radiation, 
from both the gas and solid phases, will have a direct influence 
on it via Eq. (6). The radiation loss Qi tends to depress the 
flame temperature and hence has a secondary influence in 
reducing the net heat transfer rate to the surface. If gas-phase 
radiation is negligible, then surface radiation, acting alone, 
reduces gnet and is the source of Qt. Both these loss effects 
tend to retard flame spread. Because these effects are neglected 
in the theory, it is reasonable to expect predicted spread rates 
to be higher than those observed experimentally (Bhattacharjee 
et al., 1990). 

Gas-phase radiation does have opposing influences. While 
it plays the role of a loss to reduce the flame temperature and 
hence the conductive flux to the surface, it also augments the 
net heat transfer rate to the surface (efQg). Which effect dom­
inates will determine whether gas-phase radiation acts to in­
crease or decrease the spread rate. 

It will be useful in the discussion that follows to estimate a 
length scale that contains the effects of radiation. Consider a 
control volume in the gas phase at the leading edge of the 
flame in the gas phase (cross-hatched area in the gas in Fig. 
1). If radiation from the tail of the flame directed toward this 
control volume and absorbed is considered to be a perturbation 
and neglected, then the only source of heating is forward heat 
conduction, Xs(7>- T„). This conduction accounts for (/) the 
enthalpy rise of the gas, pgCpVj(Tj- T^) Lr, (ii) conduction 
to the solid, \g (TV- Tv), and (Hi) radiation from the gas that, 
with the emission approximation, can be written as Qg = 4ap 

o(T}-Ti)ll. 
Now consider a control volume in the solid phase (cross-

hatched area in the solid in Fig. 1). Forward conduction through 
the solid can be shown to be negligible in comparison to gas-
to-solid conduction (Altenkirch and Bhattacharjee, 1990). 
Consequently, the solid is heated by conduction at a rate ap­
proximately equal to \(Tf- Tv) and the fraction of the gas 
radiation, e/Qg, that is directed toward the solid and absorbed. 
This heat transfer is balanced by (i) the rise in enthalpy of the 
solid, psCsVfT(Tv-Tm), (ii) emission from the surface, 
eo(T%- Ti) L„ and (Hi) reflected radiation from the surface, 
(1 -e)fQg. The energy balance in the solid phase can be used 
to obtain an expression for Xg(7V- Tv), which, when substituted 
into the gas-phase energy balance, produces the following 
expression for Lr: 

Lr = -
V, 

1-
PsQr (Tv-T„\ ea(Ti-lt\ 

(7) 

Equation (7) can be simplified somewhat by treating radia­
tion as a perturbation to conduction and approximating, on 
the right-hand side, Lr by ar/Vf and Vf by the classical 
conduction-dominated approximation Vf=\g (Tf-Tv)/ 
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Fig. 10 Absolute value of the radiation/conduction parameter (Eq. (12)) 
versus optical depth. Values of R to the left of the discontinuity in slope 
imply a heat loss; values to the right of the discontinuity imply a heat 
gain. 

PSCST(TV-T„) (de Ris, 1969; Altenkirch and Bhattacharjee, 
1990) tc 

T Vf 

give: 

c, eaTi 

PgCgVj my 
Kgyr m (8) 

where Cx= (fv- l)/(7}— 1) is a constant somewhat smaller 
than unity, and the bar over T implies temperature measured 
in the units of T„ . It is clear from Eq. (8) that Lr = ar/V/ 
results in an overestimation of the length scale in all situations 
and particularly when radiation effects are important. 

The length of the preheat zone found in experiment as com­
pared to theory should provide an indication of the actual 
length scale for the flame spread phenomenon. In the theory 
applied here (Bhattacharjee et al., 1990) radiation was ne­
glected, and so the preheat zone determined from computa­
tional results should be of length equal to approximately Lr,, 
= ar/Vfyt, which is the case as demonstrated by the length of 
the preheat zone in Fig. 9. However, experimental preheat 
zone lengths are substantially less than ar/ Vite as can be seen 
in Fig. 8. 

Use of the equilibrium flame temperature rather than the 
flame temperature for complete combustion in establishing Tr 
for property determination results in a reduction in Lr<e of 
about 15 percent, but ar in LFy, is affected similarly such that 
the disparity in lengths remains regardless of the flame tem­
perature used in Tr. Additionally, the disparity between the 
actual length and ar/Vfie increases as the oxygen level is re­
duced. This trend is consistent with Eq. (8), which predicts a 
higher impact of radiation at lower Vf. Given the complexity 
of Eq. (8) and the fact that any physically reasonable scale 
can be used for comparison purposes, we continue to use the 
thermal length ar/ Vj for scaling. 

In order to determine how significant the above-mentioned 
radiation effects are, it is instructive to compare the radiative 
transfer, Qr, to the conductive transfer, Qc, where Qc is ap­
proximately 

Qc~{A/W)\(Tf-Tv)/Lr (9) 

To approximate Qn the flame is replaced by an equivalent 
hemispherical shell of optical depth K. For small K, the radiating 
gas can be replaced with a black surface radiating at an equiv­
alent temperature Ten given by 

Oxygen Level 90% 

Pressure(atm) 

Fig. 11 Effect of pressure on experimental surface heat flux 

The net radiation lost from the fuel surface can, therefore, be 
written as 

Qr~(A/W)eo(Tt-T$n) (11) 
Dividing Eq. (11) by Eq. (9) we obtain the radiation/conduc­
tion parameter 

I) -* pn 
R = S 

lr 
(12) 

7±=7l + Kr, / (10) 

where S = eaTi/pgCgVf is the inverse of the usual Stark num­
ber. 

A small value of R implies that radiation heat transfer is 
relatively unimportant. This occurs when there is a forced or 
induced flow that provides a velocity scale large compared to 
{-/that would replace Vfin the expression for S and thus reduce 
S. In a quiescent, microgravity environment, the spread rate 
itself is the velocity scale of interest as in Eq. (12), and S usually 
turns out to be large. For small flames, K is small, and, there­
fore, Te„ is small compared to T„. In this case, a large value 
of R results in a radiative loss from the surface and a retarded 
rate of flame spread. On the other hand, if the flame is large 
enough that Tm may be greater than Tm gas radiation will 
overwhelm the surface radiation loss, and any increase in the 
magnitude of R will increase the net flux to the surface to 
increase the flame spread rate. 

In Fig. 10, the experimental information, i.e., Vfe and the 
measured vaporization temperature, is used to evaluate the 
absolute value of R for various ambient conditions. Quantities 
not known are the flame temperature Tf and the optical depth 
K. The equilibrium flame temperature for stoichiometric com­
bustion was used for 7} where 7} appears explicitly in Ten and 
R, and K is made a variable. Because gas radiation is sensitive 
to Tf, inaccuracy in estimating 7/ is magnified. The equilibrium 
temperature was chosen then in evaluating Tm and R because 
of the effects of dissociation on the flame temperature at the 
higher oxygen levels. Tr as previously defined though is used 
for property determination for consistency with theory and 
because property values are not nearly as sensitive to temper­
ature as is the radiative effect. 

For K smaller than the K for which R is zero, the net effect 
of radiation is a heat loss for the surface while for larger K, 
the net effect is a gain. For small K, which is likely for the 
flames under consideration here (Sibulkin et al., 1981), Fig. 
10 shows clearly that the importance of a radiative loss in­
creases with decreasing oxygen concentration in the environ­
ment. Recent theoretical results indicate that computed spread 
rates including only surface radiation, with K = 0, normalized 
with computed spread rates neglecting all radiative effects, 
correlate with S (Bhattacharjee and Altenkirch, 1991). 

The radiation/conduction parameter can be used to explain 
qualitatively the observed dependence of spread rate on pres­
sure. While theory predicts almost no dependence of spread 
rate on pressure, the drop tower experiments show an increase 
of spread rate with pressure (Bhattacharjee et al., 1990). The 
net heat flux calculated from the surface temperature meas­
urements for ambient pressures of 0.5 atm and 1.5 atm at 90 
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percent 0 2 are shown in Fig. 11. The length scale I,,,,, is reduced 
at higher pressure because of the inverse dependence of ar on 
pressure and the increase in Vfie. If that were the only effect, 
we would expect the total heat transfer to remain unchanged 
because the area over which the flux is incident concomitantly 
decreases with a decrease in length scale. However, the areas 
under the curves in Fig. 11 are such that the heat transfer is 
higher at higher pressure. Additionally, from Fig. 11, it is clear 
that the actual length over which heat is transferred upstream, 
Lnp, is comparable for the two pressures even though the value 
of ar/VfiC for 0.5 atm is nearly 4.5 times that for 1.5 atm. The 
fact that the preheat length does not decrease in proportion 
to the decrease in Lr>e as the pressure increases indicates the 
presence of an effect other than conduction and convection 
alone, providing further evidence of the inappropriateness of 
using Lr to characterize these flames. 

An explanation of the effect of pressure may be found in 
the role played by gas radiation in the radiation/conduction 
parameter. An increase in gas density decreases S. In addition, 
the equivalent optical depth K may increase with pressure caus­
ing Ten to rise following Eq. (10). Both these effects combine 
to lower R, which implies that the radiation lost from the 
surface is now smaller at higher pressure resulting in a higher 
net heat flux and spread rate. In normal gravity, the buoyancy-
induced flow dilutes the radiative effect, and a slight increase 
in spread rate with increasing pressure, when kinetic effects 
are important, can be explained by the effect of pressure on 
the viscous flow field alone (Altenkirch et al., 1980), providing 
indirect support of the explanation here as to the role played 
by gas radiation. 

Conclusions 
Measured surface temperature and spread rate for flame 

spread over ashless filter paper in a microgravity environment 
were used along with the solid-phase mass and energy balance 
equations to determine the heat flux profile along the surface 
and the fuel density distribution. The spread rate, peak heat 
flux, and net heat transferred from the gas to the solid increase 
with an increase in ambient oxygen concentration. For a given 
oxygen level, these same quantities increase with pressure. 

Experimental results compare only qualitatively with respect 
to the effects of oxygen concentration on the spread process 
to those of a theoretical model that completely neglects the 
effects of radiation.There is quantitative disparity between 
experiment and theory with respect to spread rate, flame size, 
peak heat flux, and cumulative heat transfer. The observed 
increase in spread rate with an increase in pressure is not 
predicted theoretically. 

A simplified analysis was used to demonstrate the impor­
tance of both surface and gas-phase radiation to explain an 
apparent disparity between theory neglecting radiation and 
experiment. Without any radiative effects, the heat flux re­
ceived by the fuel that is responsible for flame spread is con­
ducted to the solid from the gas phase. Surface radiation reduces 
this heat flux and also contributes to cooling the flame, the 
effects of both tending to slow the spread. Gas-phase radiation, 
on the other hand, has two opposing effects as part of it is 

fed back to the surface to increase the heat flux, while the rest 
is lost to the environment, thus reducing the flame temperature 
and hence the conductive flux. The characteristic gas-phase 
length is also reduced due to radiative effects. A radiation/ 
conduction parameter was defined to include these effects. The 
relative importance of radiation increases with a decrease in 
the ambient oxygen level. The greatest disparity between theory 
and experiment occurs then at the lowest oxygen concentra­
tions. It appears that increased gas-phase radiation may explain 
the observed incfease in spread rate with increasing pressure 
through an increase in the optical depth of the flame and heat 
transfer back to the fuel surface. 
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Group Ignition of a Cloud of Coal 
Particles 
Ignition of an isolated single coal particle is known to occur either heterogeneously 
or homogeneously. While single-particle studies may be useful for dilute coal sprays, 
their application to burners is limited since ignition occurs in the vicinity of the 
burners where the spray is dense. Rather than considering an isolated particle, one 
must consider a collection of particles in order to determine the change in ignition 
characteristics resulting from particle interactions. Thus, group combustion models 
have been developed essentially to predict the ignition and combustion characteristics 
of a larger number of interacting drops/particles. This paper presents results of the 
ignition characteristics of a spherical cloud of uniformly distributed coal particles 
in quiescent surroundings using a simple group combustion model. For the conditions 
studied, the results are as follows: (1) Ignition is heterogeneous if the cloud is dilute 
and homogeneous if the cloud is dense under the same ambient conditions; (2) 
there is a minimum ignition time for a given set of initial conditions corresponding 
to a certain cloud denseness; (3) ignition time is less sensitive to the denseness of 
the cloud at higher ambient temperatures; and (4) decreased proximate volatile 
matter can result in either increased or decreased ignition time depending on the 
cloud denseness {ignition mode). Qualitative comparisons to experimental data are 
given; however, these comparisons should be approached with caution since the 
experimental conditions and geometries may be vastly different than those used in 
the numerical study presented here. 

1 Introduction and Problem 
Fundamental experiments on ignition and combustion of 

coal have been conducted for many decades. The ignition stud­
ies have been essentially motivated by the desire to obtain the 
ignitability characteristics of coal dust. Based on the premise 
that the ignitability of a suspension of coal particles must 
depend on the ignition characteristics of single particles, most 
of the theoretical and experimental studies have been concen­
trated on the ignition and combustion of single coal particles 
(Cassel and Liebman, 1959; Golovina and Khaustovich, 1962; 
Essenhigh, 1963; Bandyopadhyay and Bhaduri, 1972; Kurylko 
and Essenhigh, 1973; Ragaland and Yang, 1985). These studies 
have shown that ignition of a coal particle occurs by two modes. 
The first mode, heterogeneous ignition, refers to the rapid 
oxidation of carbon and in-situ volatile matter at the particle 
surface. The other mode, homogeneous ignition (sometimes 
referred to as the Faraday mechanism), occurs when volatiles 
released from the particles undergo rapid oxidation in the gas 
phase. Single particle studies reveal that heterogenous ignition 
normally occurs for smaller sized particles, while homogeneous 
ignition occurs for larger particles (Annamalai and Durbetaki, 
1977). Although single-particle studies may be useful for the 
study of ignition and combustion of dilute sprays, their ap­
plication to spray ignition is limited since most industrial spray 
burners use very dense clouds and ignition occurs in the vicinity 
of the burner where the particles are closely spaced and in­
teractions are significant. Further, the flammability data for 
coal dust air mixtures are correlated in terms of the proximate 
volatile matter, which seems to suggest that homogeneous ig­
nition governs the flammability behavior (Bradley et al., 1989). 
Thus, the collective behavior of a group of particles must be 
studied in order to interpret data involving coal dust:air mix­
tures. 

Experiments on a collection of particles have been conducted 
using a stream of particles in laminar flow reactors (Howard 
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and Essenhigh, 1967; Kimber and Gray, 1971; Hamor et al., 
1973; Midkiff et al., 1986; Niksa et al., 1986), and batches of 
coal particles introduced in a furnace (Chen et al., 1984) and 
in shock tubes (Seeker et al., 1979; Lester et al., 1981). Ignition 
experiments conducted using a cloud of metal particles reveal 
lower ignition temperatures than those of isolated particles 
with ignition temperatures decreasing as dust concentration 
increased (Cassel and Liebman, 1959). Recent experiments of 
Chen et al. (1984) on a cloud of char and coal particles reveal 
ignition temperatures of 620 K to 700 K, while single-particle 
experiments yield values around 1050 K to 1200 K (Bandyo­
padhyay and Bhaduri, 1972). Recently, group combustion (GC) 
models have been proposed to obtain the ignition and com­
bustion characteristics of clouds of liquid drops, char particles, 
and coal particles (Chiu and Liu, 1977; Correa and Sichel, 
1982; Bellan and Cuffel, 1983; Bellan and Harstad, 1987a, 
1987b, 1988, 1990; Annamalai and Ramalingam, 1987; An­
namalai et al., 1984, 1988a, 1988b). Theoretical group ignition 
studies on a cloud of dodecane liquid drops reveal ignition 
temperatures of 475 K to 700 K for a collection of drops (Correa 
and Sichel, 1982; Annamalai etal., 1984), while wire-supported 
isolated drops reveal an ignition temperature of 1400 K for 
100-/mi-dia drops (extrapolated from Lemott et al., 1971). 

The present paper deals with the development of a transient 
group ignition model for a cloud of coal particles and presents 
ignition results for both dilute and dense clouds. Limitations 
of the model under dilute conditions are discussed. For a given 
particle diameter in the cloud, it is shown that homogeneous 
ignition occurs for a dense cloud while heterogeneous ignition 
occurs for a dilute cloud. Qualitative comparisons of the results 
with experimental findings are given. 

2 Background 
A single drop burning in air has its own envelope flame. If 

another burning drop is brought near the drop, then a common 
flame is formed around both drops. This is the simplest ex­
ample of interactive combustion. If a dense cloud of droplets 
is ignited and burned, a common flame is expected to be formed 
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around the cloud. This is conventionally termed group com­
bustion. 

Analytical studies on the ignition of a dust cloud of char/ 
carbon particles under quiescent conditions have been con­
ducted by Rumanov and Khalkin (1969) and Krishna and Ber-
lad (1980) using the steady-state thermal theory of ignition and 
assuming uniform properties throughout the cloud. However, 
there is no prior literature on the group ignition of a cloud of 
coal particles. As opposed to the ignition of a cloud of drops 
where the gasification of drops is total and is a purely physical 
process, ignition of a cloud of coal particles is somewhat com­
plex in that the gasification of coal is partial and is a chemical 
decomposition process; further, ignition can be a result of 
heterogeneous reactions or the rapid oxidation of released vol-
atiles in the gas phase. While a cloud containing a large number 
of closely spaced particles (dense cloud) can readily form a 
flammable mixture leading to homogeneous ignition, a cloud 
of widely spaced small particles (dilute cloud) may lead to 
heterogeneous ignition. As seen later, the two ignition modes 
lead to interesting results for ignition time. In the subsequent 
sections, the model will be described followed by a brief sum­
mary of the assumptions, conservation equations, and method 
of solution. Results for ignition time are then presented as a 
function of various parameters. 

3 The Model 
In order to analyze the group ignition phenomenon of a 

cloud of coal dust and to keep the physics in tractable form, 
a simple model of the ignition process of a spherical cloud of 
coal particles in quiescent surroundings is analyzed here. The 
assumption of quiescent surroundings provides a basis for 
comparison with single-particle results and aids in ascertaining 
the effect of interactions on the ignition process. 

Consider a cloud of uniformly distributed coal particles of 
radius a within a sphere of radius Rc (Fig. 1). The region 
adjacent to the particles is termed the bulk gas zone, within 
which properties are assumed uniform with respect to the 8 
and 4> directions (spherical symmetry), but vary in the r di­
rection. If this cloud is placed in a hot furnace, a thermal wave 
propagates from the ambience into the cloud. The bulk gas 
temperature increases, which in turn supplies heat to the par­
ticles. When the temperature of the particles reaches the py-
rolysis level, thermal decomposition of coal occurs, releasing 
volatiles. The volatiles diffuse into the bulk gas zone, estab­
lishing a mixture of volatiles and oxygen in the bulk gas. If 

Nomenclature : 

a 
B 

cP C, 
D 
d 
E 
G 

On 
h 

HV 
hT 

hr.ref 

h*T 

k 

= particle radius, m 
= pre-exponential frequency 

factor, 1/s 
= gas specific heat, kJ/kg K 
= solid specific heat, kJ/kg K 
= diffusion coefficient, m2/s 
= diameter, m 
= activation energy, kJ/kmole 
= G number 
= initial G number 
= particle heat transfer coeffi­

cient, W/m2K 
= Heating Value, kJ/kg 
= thermal enthalpy, kJ/kg 
= reference enthalpy = 

(hT,nf=CpTKt), kJ/kg 
= nondimensional enthalpy = 

h/hTiie! 

= specific reaction rate con­
stant 

/ 
Le 
m 
in 

mcu 

mc 

mCh,p 

tn"h,P 

m„ 
mp 

™ref,g 

mv 

n 

= interparticle spacing, m 
= Lewis number 
= mass, kg 
= mass flow rate, kg/s 
= undecomposed particle 

mass, kg 
= heterogeneous mass burning 

rate, kg/s 
= individual particle mass loss 

rate, kg/s 
= volumetric particle mass loss 

rate, kg/m3s 
= particle mass, kg 
= particle mass loss rate, kg/s 
= reference mass flow rate = 

4TrpDRcfi, kg/s 
= mass loss rate due to py-

rolysis, kg/s 
= particle number density, 

m" 3 

P 
Qch 

Qcom 

km 

Qmi 

Rc 

Ru 

r 

T 
Tret 

t 

= pressure, kPa 
= heat source resulting from 

gas phase reactions, kW 
= heat sink due to convective 

heat transfer to the particle, 
kW 

= heat source resulting from 
mass flow out of the parti­
cle, kW 

= heat source resulting from 
radiation to the particle, kW 

= cloud radius, m 
= universal gas constant, kJ / 

kmole K 
= radial distance from the 

cloud center, m 
= temperature, K 
= reference temperature = 300 

K 
= time, s 

•too) ^Oj,oo 
Group Flame 

Location, T m a l 

Fig. 1 Illustration of the group combustion model 

the cloud is dense, then homogeneous ignition may occur, 
provided that the gas phase temperature is high enough. On 
the other hand, if the cloud is dilute, a flammable mixture in 
the gas phase may not be formed and the carbon in the coal 
reacts with the oxygen adjacent to the particles resulting in 
heterogeneous ignition. Thus, the ignition mode may be either 
homogeneous or heterogeneous depending upon the denseness 
of the cloud. 

3.1 Assumptions. The assumptions are briefly summa­
rized below. A more detailed accounting of the assumptions 
and justification is given elsewhere (Annamalai et al., 1988b). 

(/) Spherical symmetry exists. 
(;/) pD = const. 

(Hi) Le=l . 
(iv) The particles are fixed in space. 
(v) The particles act as point heat and mass sources. 

(vi) The particle temperature is uniform. 
(vii) The mass/heat generated from the particles is dis­

tributed rapidly in the interstitial space between the 
particles (top hat profile). 

(viii) Pyrolysis occurs volumetrically with no swelling, 
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m 

(a) 

while heterogeneous reactions occur at the external 
surfaces of the coal particles. Hence during py-
rolysis, particle density decreases at constant di­
ameter and for heterogeneous reactions, particle 
diameter decreases at constant density. 
All gas phase chemical reactions for volatiles and 
CO occur by a single-step global reaction. 
The reactions included in the present analysis are 
as follows: 

Heterogeneous Reaction 

where w% is the mass added to the gas phase by the particles 
per unit volume and mchtP is the mass added to the gas phase 
per particle. 

3.2.2 Species 

4wr' 
~3(pYkf 

dt 
+ 

~3(mYk)~ 

dr - ( -

c+^o2-co (I) 

(b) Pyrolysis via Competing Reaction (Ubhayakar et al., 
1977) 

Coal 
r Volatiles-I+ ( l -a , )C 

au Volatiles - II + (1 - an)C 

where a n ^ a , (Wall, 1987). 
(c) Homogeneous (Gas Phase) Reactions 

co+^o2-co2 

(III) 

(II-2) 

(III) 

A 2 n ( d Y k 

= wf (4TT/-2), k = 02, CO, C02, H20, Vu Vn (2a) 

where wk" is the mass production rate of species k per unit 
volume. Thus 

wf =(m^p,k + th^k), r<Rc (2b) 

Wk'=fhc
mh,k, r>Rc (2c) 

where m"h,P,k is the rate at which species k is added to the gas 
phase per unit volume due to chemical reactions at the particle 
and mCh,k is t r i e creation (destruction) rate of species k due to 
gas phase chemical reactions. 

3.2.3 Energy 
The energy conservation equation is obtained by considering 

a control volume bounded by surfaces of radii r and r+dr and 
by the surfaces surrounding all the particles within r and r + dr 

Volatiles (K) + 0 2 - K - 0 2 

(xi) The radiative heat transfer between the particles and 
the wall is assumed to be negligible. For typical boiler burners, 
the radiative wall temperature is of the order 600-700 K and 
at these temperatures, radiation effects on ignition time can 
be considered negligible. 

3.2 Gas Phase Conservation Equations. The estimation 
of various time scales, calculated for a cloud of 1 cm radius, 
reveal that the thermal penetration time into the cloud is the 

4 H T ' 
d(phT) 

dt 
+ 

d(mhT) 
dr 

A^PD[dfr 

= wA
M (4TT/-2) (3a) 

where wfi' is the enthalpy production rate per unit volume of 
bulk gas phase. It is a combination of the convective heat 
transfer between the gas phase and the particles (<7c'onv)> the 
enthalpy produced as a result of chemical reactions in the gas 
phase (c/c't,) and the enthalpy gained by the gas phase due to 
the addition of mass from the particles (qZ). Thus 

dominan 
ignition 

t time scale during the ignition process and as such Wf," 
and combustion are essentially transient 

steady conservation equation used are: 

3.2.1 

where 

4ef = 

V = 
w = 

Wh" = 

wk — 

wm = 

U J ' " — 

Y = 
a = 

<*u an = 

* = 

Mass 
z \ / . \ 

-!(I)+(^H 
w„ = m^p = nmchj> = nmp, 

w™ =0, r>Rc 

Nomenclature (cont.) 

reference time = pref R2
Ci0/ 

pD, s 
volatiles 
source for mass, species, 
and enthalpy, kg/s 
volumetric gas phase en­
thalpy source, kW/m3 

volumetric gas phase source 
of species k, kg/m3 s 
normalized volumetric mass 
source (Eq. 9(b)) 
volumetric mass source, 
kg/m3 s 
species mass fraction 
nondimensional mass flow 
= ih/mK{ 

Maximum volatile matter 
via pyrolysis routes I and II 
normalized inverse radius = 
Rcfi/r 

[4irr2) 

r<Rc 

P 
Pref 

P* 

T 

OO 

. The non-

= 

= 

= 

= 

where 

- (<7c'onv + Qcl 

Wh = Qch 

Qa=mfaHVVj + mV„ 

(la) 

(lb) 

(Ic) 

density, kg/m3 

reference density = 
P/RTrt, kg/m3 

nondimensional density = 
P/Pref 
nondimensional time = 
t/tref 
infinite values of r 

Subscripts 
C 
c 

ch 
ch,p 
conv 

cu 
g 
h 
ig 
k 
I 

= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 

carbon, char 
cloud 
gas phase chemical reaction 
particle chemical reaction 
due to convection 
coal undecomposed 
gas phase 
enthalpy 
ignition 
species k 
volatiles due to route I 

7̂ conv — 

a'" -

+ q£), r<Rc 

r>Rc 

,chHVv + mco.chHVco 

"*7conv 

nqm 

<7conv = hirdl(Tp - Tg) 

qm = mpCp(Tp-Tle!) 

II = 
m = 

max = 

o2 = 
P = 

P,P = 

rad = 
ref = 

s = 
T = 
V = 
w = 
0 = 

00 = 

volatiles due to route II 
mass 
maximum 
oxygen 
particle 
produced at the particle 
face 
due to radiation 
reference condition 
solid 
thermal 
volatiles 
surface of the particle 
at time t = 0 
infinity 

Superscripts 
= 

/w 

* 

per unit time 
per unit volume 
nondimensional variable 

(3*) 

(3c) 

(3d) 

(3e) 

(3/) 

(3g) 

(3/0 

sur-
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Table 1 Base case data 

Ambience: 
Air, r „ = 1500 K, rO2 = 0.23 

Cloud: 
TgiCfi = 300 K, yO2 = 0.23, Rc= 1 cm, dp= 100 ixm 

"pD = 5xl0"5 , Cp=1.18 kJ/kgK 
Coal composition (percent mass): 
C—84.63, H—5.47, N—2.13, O—7.77 
Volatile composition: 

V\= CH2.64N0.074O0.24> ^ 1 1 = C H N 0 028O0.09 
HVX= 3.95xl04kJ/kg, HV„ = 3.72x10" kJ/kg 

Kinetics: 
Pyrolysis (Ubhayakar et al., 1977): 

a,= 0.4, a„ = 0.8, £i = 7.37x 104 kJ/K kmole 
En= 25.1Xl04kJ/K kmole, 5, = 3.7xl05 m/s 
Bu= 1.46x10" m/s 

Heterogeneous reactions (Smith, 1971): 
ECi, = 6.64X 104 kJ/K kmole, BCJ 

"o2= 1.0 
Volatiles and CO gas phase reactions (Howard et al., 1973): 

A= 5xl09nv7kgs, £=1.26xl05 kJ/K kmole 
"o 2 = 1.0 

Condensed Phase Equations 

3.3.1 Particle Mass (mp) 

dmp 

dt ~ 

= 4.5xl03 m/s 

(4a) 

where dmp/dt is the total rate of change of particle mass due 
to pyrolysis and heterogeneous reactions. Thus, the mass loss 
rate, mp, is the sum of the volatile liberation rate mv and the 
carbon consumption rate the due to heterogeneous reactions. 
This is expressed as 

mp = mv+mc (4b) 

The mass loss rate of volatiles is evaluated using the com­
peting reaction pyrolysis model (reactions II). The competing 
reaction model assumes that the pyrolysis products consist of 
a lighter component (V{) and a heavier component (Vn). The 
lighter component is released at low temperatures, while the 
heavier component is the predominant pyrolysis product at 
high temperatures. The values of a\ and a n used in the model 
represent the fraction of coal that would be converted to vol­
atiles if all the volatiles are released by either reaction I or II. 
If the coal composition is represented as CHo.s, then the ap­
proximate compositions of the lighter and heavier volatiles are 
CH2 and CH respectively. The actual composition of the re­
leased volatiles depends on the initial coal composition and 
the values of ai and au. The volatile composition for the coal 
composition used in the current study is presented in Table 1. 
A complete description of the competing reaction model is 
given by Ubhayakar et al. (1977) and Stickler et al. (1974). 
According to the competing reaction model 

where 
mv=mv.i + mv,\i 

riiv,i = a.jkVjmcu, /= I, II 

(4c) 

(Ad) 

(4e) 

As volatiles are released, a portion of the coal is decomposed. 
The rate of change of the undecomposed coal mass due to 
both reactions in the competing reaction model is given as 

where, at / = 0, mcu is the initial particle mass (mpfi). 

The mass loss rate mc due to heterogeneous char reactions 
is evaluated as follows. For the first-order heterogeneous re­

action ( C + - 02—CO ) at constant density 

where 

mc = PwkcYo2i„-Kdl 

kc=Bcexp(-Ec/RuT) 

(4g) 

(4/0 

The oxygen mass fraction at the particle surface (YQ2>„) is 

calculated in terms of the bulk gas mass fraction (YQ2) adjacent 

to the particles using a mass balance that accounts for the 
blowing effects (Stefan flow) from the particle and chemical 
reactions at the particle surface (Ryan, 1988). If Tp and dp are 
known, mp can be evaluated using Eqs. (4b)-(4h). 

3.3.2 Particle Diameter (dp). Heterogeneous oxidation 
occurs at the particle surface with density constant. Hence, 
the diameter of the particle shrinks. The relation between mc 

and dp is given as 

d(dp)_ -2mc 

dt -wppdp 
(5) 

3.3.3 Particle Density (pp). Pyrolysis occurs volumetri-
cally at constant particle size. Hence, the particle density 
changes as 

d(pp) -6mv 

dt irdi 
(6) 

3.3.4 Particle Temperature (Tp). From an energy bal­
ance around an individual particle, 

mpCs dt = -(<7conv+<7rad)+<71 ch,p (7) 

where qchtP is the heat released (absorbed) due to heterogeneous 
reactions and pyrolysis. 

3.4 Boundary and Initial Conditions. At t = 0, 

Yk = Yk:Cfi, T= TgjCy0 r<Rc (8a) 

y * = y*,oo> T=Ta r>Rc 

m = 0 0<r<oo 

For r > 0 , 

a s r - o o , T=TX, Yk=Yk,a (8b) 

dT dYk . 
as r=oo , — = —— = w = 0 (8c) 

dr or 

3.5 Normalized Gas Phase Conservation Equa­
tions. Introducing the nondimensional form of time, radius, 
etc. (see nomenclature), the following gas phase conservation 
equations are obtained: 

3.5.1 Mass 

where 

dp* tJda\ 
(9a) 

(9b) 
Gom"h,P 

wm = — 
4wna0pD \pD 

and the initial group combustion number (G0) is defined as 

Rc.O 

G0 = 4TrnaoRc,o (9c) 
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Fig. 2 Illustration of numerical scheme 

3.5.2 Species 

n.(?x£\ „t*(bY*\ t*(#Y*\ 

= w i ^ W ) - y , l + % (10) 

The ratio m"l,yk/m"^tg is similar to Damkohler number III 
for a cloud, which is a ratio between the chemical reaction 
rate and the diffusion rate of species k into the cloud. 

3.5.3 Energy 

tdhT* .dhT* .d2hT* 
p —— — at — £ T-

dr d£ 9£2 

=^M^-v) + ^7 ; (ID 
The ratio q"Um"^ighT<Ki is similar to Damkohler number 

IV for a cloud, which is a ratio between the heat liberation 
rate due to chemical reactions and the diffusion rate of enthalpy 
into the cloud. 

The initial and boundary conditions can be appropriately 
converted in the nondimensional form. It should also be noted 
that the term a represents the bulk mass convection from the 
cloud to the ambient due to the heating of the cloud and the 
gaseous mass generated by the particles in the cloud. It is 
determined by integrating the mass continuity equation (Eq. 
9(a)) in the radial direction. 

It is seen from Eqs. (9), (10), and (11) that the solutions are 
functions of the initial group combustion number, G0, in ad­
dition to the heterogeneous and homogeneous kinetic param­
eters. 

4 Results and Discussion 
An explicit upwind scheme is used to solve the parabolic 

Eqs. (9), (10), and (11). The domain is divided into 60 spherical 
shells in the radial direction with 1/3 of the shells outside of 
the cloud (Fig. 2). If the particles are completely burned in the 
shell at the cloud periphery, the cloud is allowed to shrink to 
the adjacent shell; however, the cloud radius remains un­
changed during the ignition process. Half of the shell at the 
cloud periphery is inside the cloud and contains particles, while 
the other half is outside the cloud and contains no particles. 
Thus, only half of the volumetric source terms (Eqs. (lb), 
(2b), (3b)) due to the presence of particles are used in the 
mass, species, and enthalpy conservation equations for the 
peripheral shell. Initially, the temperature and species mass 
fractions in the peripheral shell are an average value of the 
initial cloud and ambient values. The gas phase and particle 
temperatures in each shell are tracked as a function of time. 
Since £ — oo at the center of the cloud, computations were 
performed between £ = 0 and £ = £max = 3. Thus, the adiabatic 
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Fig. 3 Illustration of ignition criteria 

and impermeable boundary conditions given in Eq. (8c) are 
imposed at r = Rc/^m„ rather than at r=0 (Carnahan et al., 
1969). Also, the particles within r = Rc/3 were neglected in the 
calculations; however, they only comprise 3.7 percent of the 
initial cloud mass. Inclusion of the core using a coordinate 
transform did not result in any significant changes in the re­
sults. Additional details of the model and the numerical scheme 
are given by Annamalai et al. (1988b). A source correction 
method that overcomes the difficulties encountered when a 
flame is formed and oxidation becomes extremely rapid is 
discussed by Ryan and Annamalai (1990a). The base data used 
in the calculations are tabulated in Table 1. 

4.1 Ignition Criteria. While flaming conditions in the ex­
periments are indicative of ignition, the theoretical analyses 
adopt different thermal models for the occurrence of ignition. 
These are summarized by Annamalai and Durbetaki (1976). 
In the present work, two different criteria for ignition were 
established in order to distinguish between heterogeneous and 
homogeneous ignition. Homogeneous ignition is said to occur 
when the gas phase temperature shows a peak at some radial 
location (Fig. 3a). When the particle temperature rises above 
its local gas temperature anywhere in the cloud, the cloud is 
said to have ignited heterogeneously (Fig. 3b). The criteria 
that are satisfied first during the transient ignition process 
determine the ignition mode. Figure 3(c) illustrates the ignition 
criteria for both heterogeneous and homogeneous ignition. The 
dashed curves show the gradual development of the gas phase 
temperature profile just outside the cloud, while the solid curve 
shows the temperature difference between the particles located 
at the cloud periphery (heterogeneous ignition location) and 
the gas phase surrounding the particles. This curve becomes 
greater than zero at about 190 ms, signaling heterogeneous 
ignition. Referring to the other set of curves, a temperature 
peak in the gas phase occurs at 120 ms at r= 1.1 cm (outside 
the cloud), which is indicative of homogeneous ignition. 

Note that Fig. 3(c) depicts the transient development of 
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Fig. 4 Effect of cloud denseness on ignition time for the base case 

temperature profiles and as such it will not reveal the S-type 
curve traditionally obtained using Semenov's steady-state ther­
mal theory. The criteria based on the Semenov's classical ther­
mal theory of ignition involve (/) the equality of the heat 
generation to the heat loss, and (/'/) the equality of the rate of 
change of heat generation with temperature to the rate of the 
change of heat loss with temperature. As such the theory pro­
vides the conventional S-type stationary solution to the steady-
state problem. The reader is referred to the recent review article 
by Essenhigh et al. (1989) for the discussion of the steady-state 
thermal theory of ignition. The steady-state solution provides 
information on the minimum ignition temperature to ignite 
the particle regardless of the amount of time required. In 
practical systems, the residence time is limited. If a laminar 
flow reactor is used, the condition of no ignition within the 
fixed residence time is construed as the particle being unig-
nitable at the given gas temperature. Thus, even though the 
gas temperature may be higher than the required ignition tem­
perature evaluated under steady-state conditions, the particle 
was said to be nonignitable because of limitations in residence 
time! Hence, a transient analysis is more realistic than a steady-
state analysis since most combustion devices are time limited. 

4.2 Group Combustion Number. Steady-state group 
combustion analyses reveal that most of the results can be 
correlated with a dimensionless parameter, G, called the group 
combustion number, which is a nondimensional measure of 
the denseness of the cloud. The dimensionless group obtained 
by Krishna and Berlad (1980) for the steady-state ignition anal­
ysis of a cloud of char particles assuming the cloud temperature 
is uniform is found to be equal to G/3. The analysis is similar 
to the steady-state solution for a large single particle of infinite 
thermal conductivity with the particle density equal to the cloud 
density. They obtained single char particle ignition when G/ 
3 « 1 (characterized by the absence of cloud parameters in­
fluencing ignition) and cloud ignition of char particles when 
G/3 » 1 (characterized by a decrease in ignition temperature 
with increased cloud denseness). As opposed to the steady-
state combustion model, nonsteady results cannot be correlated 
with a single dimensionless group. For the transient condition, 
the G number changes with time due to changing cloud radius 
and decreasing particle diameter and an initial group com­
bustion number is defined as in Eq. (9c). However, during the 

ignition process the G number does not change much from 
G0. 

4.3 Effect of Cloud Denseness. Using.the data shown in 
Table 1, results were generated for the variation of ignition 
time with cloud denseness by varying the particle number den­
sity. Results are presented as a function of the G number, 
particle number density, and normalized interparticle spacing 
[l/a; where //a = 22,500/«1/3 (Ryan and Annamalai, 1990b) 
with a = 50 x 10 ' 6 m] (Fig. 4). At low dust concentrations (re­
gime I), ignition is determined to be heterogeneous and ignition 
time increases slightly as the particle number density is in­
creased from 1.6 x 107 to 4.0 X 107 particles/m3. As the particle 
number density is increased beyond 4.0 x 107, ignition becomes 
homogeneous and the ignition time first decreases (regime II) 
and then increases (regime III). This behavior can be explained 
by considering the processes involved in the ignition of an 
initially cold cloud of coal particles introduced into a hot 
environment. 

Ignition time can be considered to be a combination of 
several shorter time periods. These periods consist of tTIi—the 
thermal wave penetration time into the cloud, /H—the particle 
heat-up time, tF—the flammable mixture formation time, and 
t\—the induction time. Since the induction time is normally 
very small, it is neglected in interpreting the results. Thus 

îgn = ^TH + ^H +1? (homogeneous ignition) 
*ign = 'TH + ?H (heterogeneous ignition) 

It should be mentioned that these times overlap and are not 
additive. As the G number increases (i.e., increasing the num­
ber of particles), there are two competing effects: 

(/) The increased number of particles act as a heat sink 
lowering the local gas temperature and slowing the propagation 
rate of the thermal wave into the cloud and thereby delaying 
the heating of the particles and the onset of pyrolysis. 

(//) On the other hand, once pyrolysis has begun the in­
creased number of particles provide more volatiles per unit 
volume, which can rapidly form a flammable mixture outside 
the cloud resulting in a decreased formation time. 

For low G numbers (Regime I, G < 3), the flammable mixture 
cannot be formed easily since the volatile concentration re­
mains low due to the small number of particles available for 
pyrolysis and due to the diffusion of released volatiles away 
from the cloud. Thus, cloud ignition is heterogeneous. Het­
erogeneous ignition is normally characterized by the comple­
tion of the pyrolysis process at the ignition location, which 
lends credence to the theory that a flammable mixture could 
not be formed. It is noted that ignition times for dilute clouds 
(low G numbers) are significantly higher compared to single 
particle ignition times. As opposed to a single particle exposed 
to the hot ambience, the particles in the cloud are initially 
surrounded by cold gas. Thus, although the particle diameter 
may be small, ignition time is controlled by the heat-up time 
of the surrounding gas in the cloud rather than the heat-up 
time of the particle. Hence, as n—0, the ignition time scale 
approaches the limit of the thermal penetration time for an 
initially cold cloud of radius Rc, rather than the individual 
particle ignition time. For the same reason, ignition time ap­
pears to remain insensitive to changes in G number in the dilute 
limit. However, the ignition time of a preheated cloud can 
reach the individual particle ignition time in the dilute limit. 

, For larger G numbers (G>3 , l/a<62), the cloud ignited in 
the gas phase outside the cloud since higher gas phase tem­
peratures exist outside the cloud and there are enough particles 
to form a flammable mixture. In regime II (3<G<65) , the 
flammable mixture formation time, which includes the time 
for pyrolysis and diffusion of released volatiles to the hot 
ambience, decreases more rapidly than the thermal wave pen­
etration time increases as the particle number density is in­
creased, thereby resulting in decreased ignition times as the 
particle number density is increased. In regime III (G>65), 
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Fig. 5 Effect of blowing («) on ignition time for the base case 

the thermal wave penetration time becomes dominant and ig­
nition time increases. Under this condition, one can visualize 
the cloud to be a large single porous particle with the particle 
density and radius equal to the cloud density and radius. 

Group theory assumes a point source approximation with a 
top hat profile (uniform temperature between the particles) in 
the interstitial space between the particles. The top hat profile 
may be justified for dense clouds while the point source ap­
proximation may become invalid. However, Ryan and An-
namalai (1990b) corrected the point source approximation due 
to finite size by suitably modifying the transfer coefficients. 
For dilute clouds, the point source approximation may be valid, 
but the top hat profile may not be justified. In order to in­
vestigate limits of group theory, the following order of mag­
nitude analysis is conducted. If an impermeable membrane 
exists around each particle, the vapors/volatiles accumulate 
around the particle and eventually establish a top hat profile 
in a time scale on the order of l2/4D. Hence, the top hat profile 
may be justified if 

tiga»liMD (12) 

Upon rearrangement, an equation for the interparticle spac­
ing can be found as 

l«\j4Dtign (13) 
With tign = 0.27 s and D= 1.0 Xl0" 4 m 2 / s , /«1 .0 xl0~2m, 

which corresponds to / / a « 2 0 0 for 100-^m-dia particles 
(G»0.09). It should be noted that blowing from the particle 
surface as well as convective effects from within the cloud are 
expected to result in a more even distribution of gas phase 
profiles between particles. Thus, for the range of G numbers 
studied in this paper (G> 1), the assumption of rapid diffusion 
in the interstitial region (top hat profile) is justified for an 
initially cold cloud. 

4.4 Effect of Blowing. Convection out of the cloud 
(blowing) occurs due to heating of the cloud, thus displacing 
mass at constant pressure, and due to the gaseous mass gen­
erated by the particles via pyrolysis and heterogeneous reac­
tions. The term a in Eqs. (10) and (11) contains the blowing 
effect on heat and mass transfer. If a is artificially maintained 
equal to zero (no convective terms in the conservation equa­
tions), then results for ignition time can be obtained that neglect 

a 0.3 
o 

p 
Ej 0.2* 

= HOOK 

T „ = 1500 K 

T«, = 1900K 

I • " -r— 
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Fig. 6 Effect of ambient temperature on ignition time 

Stefan flow (blowing) out of the cloud. Figure 5 compares the 
results for ignition time with and without Stefan flow out of 
the cloud. Blowing reduces the heat transfer rate into the cloud 
and as such increases the ignition time since the thermal wave 
penetration time increases. For a dilute cloud, blowing is pri­
marily a result of the heating of the gas mass within the cloud, 
while for a dense cloud, the entire cloud remains at low tem­
peratures except those particles near the cloud periphery. Thus, 
the effect of blowing is less for a dense cloud. Qualitatively, 
both curves follow similar trends. 

Assumption (iv) states that the particles are fixed within the 
cloud; however, in actuality the outward moving gases would 
tend to move the particles outward toward the hot ambience. 
Thus, if the model was modified to allow the particles to move, 
the results would be expected to lie somewhere between the 
curves for a = 0 and a?*0 in Fig. 5. 

4.5 Effect of Ambient Temperature. Figure 6 shows that 
as the ambient temperature increases, ignition time decreases 
since the thermal wave penetration time is greatly reduced. 
The size of the heterogeneous regime extends to higher G 
numbers with increasing temperature. For example, if 
Tm= 1900 K with G = 5, ignition is heterogeneous; however, 
if Too =1100 K with G = 5, ignition is homogeneous. As the 
ambient temperature is increased, the thermal penetration depth 
may remain the same within the time of ignition. However, 
the high ambient temperatures provide a high-temperature en­
vironment around the reacting particles resulting in rapid char 
oxidation. The G number corresponding to the minimum ig­
nition time also increases as temperature increases since the 
thermal wave penetration time becomes dominant at higher G 
numbers for higher temperatures. It is also observed that the 
homogeneous ignition portion of the curve is flatter for higher 
ambient temperatures. At low temperatures (T= 1100 K) and 
•high G numbers (G> 100), the heat capacity of the cold cloud 
lowers the temperature of the gas surrounding the cloud below 
that at which significant volatile liberation can occur. The 
additional time required to "reheat" the surrounding gas re­
sults in rapidly increasing ignition times as the mass loading 
is increased for very dense clouds (G> 100). For high ambient 
temperatures (T= 1900 K), the temperature of the surrounding 
gas remains high enough to liberate volatiles and ignition time 
increases only slightly as the mass loading is increased for very 
dense clouds. 
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Fig. 7 Effect of volatile matter on ignition time 
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Fig. 8 Effect of initial cloud gas phase oxygen mass fraction on ignition 
time 

4.6 Effect of Volatile Matter. Figure 7 shows the vari­
ation of ignition time as a function of G number for three 
different values of proximate volatile matters. For low G num­
bers (heterogeneous ignition, Regime I), ignition time increases 
with increasing proximate volatile matter. This result stems 
from increased heat required to completely pyrolyze the par­
ticles at the cloud surface in order to ignite the cloud heter-
ogeneously. Also, as the proximate volatile matter decreases, 
the size of heterogeneous ignition region increases as expected. 
At higher G numbers (homogeneous ignition, Regimes II and 
III), increased proximate volatile matter results in decreased 
ignition time since the flammable mixture can be formed read­
ily. 

4.7 Effect of Initial Cloud Oxygen Concentration. Figure 
8 shows the effect of initial cloud oxygen gas phase mass 
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Fig. 9 Effect of particle diameter on ignition time 

fraction on ignition time. When the initial cloud oxygen mass 
fraction is zero, the cloud gas phase initially consists of only 
inert gases. Although the G number corresponding to the tran­
sition from the heterogeneous to the homogeneous regime re­
mains essentially unchanged, ignition time increases with 
decreasing oxygen mass fraction as expected. In the hetero­
geneous region, the increase in ignition time results from the 
additional time for oxygen to diffuse into the cloud and reach 
the particles. However, in the homogeneous region, the in­
crease is less significant since volatiles ignite outside the cloud 
in the oxygen rich ambience. Thus, ignition time increases more 
rapidly in the heterogeneous region than in the homogeneous 
region as the initial cloud oxygen mass fraction is decreased. 

4.8 Effect of Particle Diameter. Figure 9 shows the effect 
of particle diameter on ignition time in both the heterogeneous 
and homogeneous ignition regimes. Since fuel volume fraction 
was used as the independent variable (abscissa), Fig. 9 shows 
the effect of increased pulverization at the same cloud fuel 
mass loading. Ignition time decreases with decreasing particle 
diameter. A single particle analysis would predict ignition time 
increasing in proportion to (diameter)2. However, the rate of 
increase of ignition time with particle diameter is less under 
cloud conditions since the thermal penetration time into the 
cloud forms a significant proportion of the ignition time. It 
is also noted that the fuel volume fraction at which ignition 
time is a minimum is almost independent of the particle size 
for the range of particle sizes considered. Since the effect of 
particle diameter is more significant in the heterogeneous re­
gion, this suggests that low KM particles should be pulverized 
to a greater extent to obtain desirable ignition characteristics 
than high VM particles. 

4.9 Effect of Cloud Radius. Figure 10 shows that the 
cloud radius is one of the significant parameters in reducing 
ignition time since it reduces the thermal wave penetration 
time. As the cloud radius is reduced the temperature gradient 
surrounding the cloud increases (quasi-steady theory shows 
that temperature gradient is proportional to BTc

l). Thus, not 
only does the cloud heat faster, but higher temperatures exist 
closer to the cloud resulting in homogeneous ignition closer to 
the cloud surface. Since volatiles don't have as far to diffuse 
to ignite, the homogeneous region extends to lower G numbers 
for smaller cloud radii. 

4.10 Ignition Temperature. The steady-state analysis of 
single char particles and measurements shows the ignition tem­
peratures to be 1050 K to 1200 K (Bandyopadhyay and Bhaduri, 
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1972). On the other hand, experiments conducted on coal and 
char particles using a TGA apparatus (Tognotti et al., 1985) 
and the Cassel and Liebman technique (Chen et al., 1984) show 
that ignition temperatures of particle clouds are in the range 
of 650 K to 700 K. In order to study the effect of interactions 
on the ignition temperature, the following cases were studied. 

4.10.1 Initially Cold Cloud. Figure 11 presents results for 
ignition time with reciprocal temperature for an initially cold 
cloud. This plot seems to suggest an Arrhenius type law for 
ignition time for both heterogeneous {G= 1) ignition and ho­
mogeneous (G = 100) ignition of a cloud of coal particles. Con­
sider a reactor into which a stationary cold cloud (gas phase 
and particles) is introduced. If the experimental duration is 
0.2s, then from Fig. 11, ignition occurs at 7'oo = 1800 K for 
G= 1.0 and at r „ = 1400 K for G= 100. On the other hand if 
the experimental duration is 0.4 s, ignition occurs at Tm = 1300 
K for G= 1 and 7^= 1050 K for G= 100. Thus, ignition tem­
perature is dependent on the residence time of the cloud within 
the reactor. It should not be construed that ignition temper­
ature for an initially cold cloud decreases monotonically with 
particle number density. In fact, as G is increased to large 
values (G » 100) ignition temperature for a given experimental 
duration time may increase (see Fig. 6). 

4.10.2 Initially Hot Cloud. Now consider a hot cloud (gas 
phase) containing initially cold particles introduced into a fur­
nace. As the cloud falls downward through the furnace, two 
extremes exist. In the first extreme, the cloud carries gas that 
was initially present in the cloud downward with it. This gas 
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Variation of ignition time with reciprocal temperature for an 
hot cloud (gas phase) without heat sink due to particles 

contributes some of its enthalpy to heat the particles within 
the cloud and as such the cloud gas phase temperature de­
creases. The extent of this decrease is dependent on the mass 
loading of particles within the cloud. In the other extreme, 
none of the gas phase within the cloud travels downward with 
the particles and the gas phase within the cloud is continually 
replaced with hot gases from the reactor. 

The first extreme was modeled by setting the initial cloud 
gas phase temperature equal to the ambient temperature, while 
the particle temperature is initially 300 K. Figure 12 shows the 
results for ignition time with inverse ambient temperature. 
Ignition time increases as the cloud denseness (G number) 
increases since the increased mass loading lowers the temper­
ature of the cloud more for higher mass loadings than for 
lower mass loadings. The second extreme was modeled by 
setting the gas phase heat sink due to the presence of the 
particles (t?conv) equal to zero; thus the gas phase temperature 
within the cloud does not decrease due to the presence of the 
particles. Figure 13 shows the variation of ignition time with 
reciprocal temperature for various values of G number. It is 
seen that ignition time decreases with increased mass loading 
at constant temperature. For high temperatures, homogeneous 
ignition occurs, while for low temperatures, heterogeneous 
ignition occurs since the temperature drops below that required 
for significant pyrolysis to occur. 

4.11 Experimental Data. While the geometry and physics 
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Fig. 14 Experimental variation of ignition time with coal mass using a 
laminar flow reactor 

of the model in the current work are highly simplified (spherical 
geometry, no turbulence, etc.) some comparisons with exper­
imental results can be made; however, these comparisons are 
only qualitative and should be viewed as such. 

Ruiz and Annamalai (1990) conducted experiments in a lam­
inar flow reactor at a temperature of 1073 K using cylindrical 
clouds of pulverized coal particles to determine the flame 
standoff distance from the injector. These results were trans­
lated into ignition times by dividing the flame standoff distance 
by the gas flow velocity. Their results show a minimum in 
ignition time as the coal loading is varied with the reactor 
temperature fixed (Fig. 14) in agreement with the model pre­
dictions. Chen et al. (1984) used the Cassel and Liebman tech­
nique (1959) to determine the ignition temperatures of char 
and coal particles. These experiments involve dropping a small 
sample of coal into a hot reactor with gases flowing upward 
such that the particles are suspended in the flow. Their results 
seem to suggest that the ignition temperature of a cloud of 
particles is lower than that of a single particle. This agrees 
qualitatively with the results shown in Fig. 13. 

5 Summary 
1 A group ignition model is presented for a cloud of coal 

particles that accounts for pyrolysis, and heterogeneous and 
homogeneous reactions. 

2 Results reveal heterogeneous ignition for dilute clouds 
and homogeneous ignition for dense clouds. 

3 Ignition time increases as the number of particles per 
unit volume is increased from the dilute limit (heterogeneous 
ignition, Regime I). Once homogeneous ignition occurs, ig­
nition time initially decreases as the mass loading is increased 
(Regime II) and then increases again once the cloud becomes 
very dense (Regime III). Thus, a minimum is observed in ig­
nition time for a particular mass loading. 

4 Parametric studies reveal that while heterogeneous ig­
nition time decreases with an increase in initial cloud oxygen 
mass fraction, the decrease is not as significant for homoge­
neous ignition. 
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Buoyancy, Soret, Dufour, and 
Variable Property Effects in Silicon 
Epitaxy 
In most of the previous numerical and semi-analytical studies of silicon epitaxial 
deposition, a common practice has been to neglect the buoyancy flow, Dufour, 
Soret, and property variation effects. In this paper, we take a critical look at the 
validity of that approach and point out some fallacies. The geometric configuration 
studied is a horizontal reactor for the susceptor tilt angles of 0 and 2.9 deg. The 
full Navier-Stokes equations coupled with those for the energy and species transfer 
are solved numerically for a range of parameters typical of commercial silicon 
epitaxial deposition systems. The effects of ignoring terms due to buoyancy, Dufour, 
Soret, and variable properties on the mass transfer rate are systematically evaluated. 
The results indicate that for typical horizontal epitaxial deposition parameters, the 
buoyancy and Dufour effects have negligible effect on the mass transfer rate, while 
the Soret and property variation have a large impact. In light of this information, 
it is shown that the agreement reported in the past between the experimental and 
numerical/analytical studies is coincidental. The implication is that these assump­
tions must be critically examined for a given CVD system and not ignored a priori. 
Finally, the effects of important parameters—reactor height, inlet velocity, inlet 
concentration, and susceptor temperature—on the deposition characteristics are 
included to provide guidelines for controlling the epitaxial layer thickness and uni­
formity. 

1 Introduction 
The epitaxial growth of silicon by chemical vapor deposition 

(CVD) techniques is widely used in the production of a variety 
of solid-state device structures, including discrete bipolar tran­
sistors, junction field-effect transistors, dynamic random ac­
cess memory (DRAM) devices, and complimentary metal-on-
oxide (CMOS) integrated circuits (ICs). This is primarily due 
to the flexibility that the epitaxial layers provide to the designer 
to grow the doping profile in a controlled manner. In some 
circuits such as DRAM and CMOS, devices could be fabricated 
in bulk wafers. However, epitaxy provides essentially noise-
free substrates that improve latch-up, near-surface impurity 
gettering, oxygen confinement, and increased trench capaci­
tance; see Pearce (1983). 

An important consideration in the epitaxial growth is the 
uniformity of layer thickness. Much experience has been ac­
cumulated over the years to improve the growth processes. 
Eversteyn et al. (1970) conducted epitaxial growth experiments 
and studied the effect of substrate tapering angle on film uni­
formity in a horizontal reactor. Also, they proposed a stag­
nation layer model to explain their experimental data. Following 
Eversteyn's work, several researchers (Takahashi et al., 1972; 
Berkman et al., 1978; Coltrin et al., 1984, 1986; Ristorcelli 
and Mahajan, 1987; Moffat and Jensen, 1988) have used an­
alytical or numerical models to investigate epitaxial growth in 
horizontal reactors. 

In the analytical studies by Eversteyn et al. (1970) and Berk-
man et al. (1978), constant physical properties are assumed 
and buoyancy, Soret (thermo-diffusion), and Dufour (diffu-
sion-thermo) effects are neglected. The deposition rates ob­
tained from these analyses are in fairly good agreement with 
the experimental data. As for the numerical studies, there are 
two-dimensional and three-dimensional models in the litera­
ture. In the two-dimensional model by Ristorcelli and Mahajan 

'Current address: Bristol-Myers Squibb, New Brunswick, NJ 08903. 
Contributed by the Heat Transfer Division for publication in the JOURNAL OF 

HEAT TRANSFER. Manuscript received by the Heat Transfer Division August 28, 
1990; revision received January 17, 1991. Keywords: Materials Processing and 
Manufacturing Processes. 

(1987), the variations of physical properties, Soret, and Dufour 
effects are neglected and the predicted growth rates show good 
agreement with the experimental data. Coltrin et al. (1984) 
considered gas phase and surface chemical reactions, the var­
iation of physical properties, and buoyancy effect in their two-
dimensional model; however, they did not include Soret and 
Dufour effects. The predicted growth rates agree with Ever­
steyn's experiments. Later, Coltrin et al. (1986) refined their 
model by adding Soret effect and found that at low temper­
atures (550-750° C), the addition of Soret effect reduces growth 
rates by about 50 percent. It can be inferred that had they 
included Soret effect in their earlier work (1984), disagreement 
between the predictions and experimental data would be quite 
significant. Assuming gas flow is fully developed in axial di­
rection, Takahashi et al. (1972) computed two-dimensional 
velocity and temperature profiles and a three-dimensional con­
centration profile. Their model assumes constant physical 
properties and neglects Soret and Dufour effects. No com­
parison with experimental data is given. In a numerical study, 
Moffat and Jensen (1988) investigated three-dimensional flow 
effects in silicon CVD horizontal reactors. The buoyancy, So­
ret, and variation of physical properties were included. How­
ever, they provide no comparison of their results with the 
experimental data. 

Clearly, in the modeling of silicon epitaxial growth, there 
are inconsistencies in the treatment of the effects of buoyancy, 
Soret, Dufour, and the variation of physical properties and 
discrepancies exist in the calculated growth rates. In this paper, 
we apply a two-dimensional finite element model to investigate 
systematically these effects and compare the computed growth 
rates with Eversteyn's experiments. 

2 Mathematical Model 
The physical parameters and dimensions used here are sim­

ilar to those of Eversteyn (1970). A schematic diagram of the 
horizontal reactor is given in Fig. 1. The reactor consists of 
an entrance region, a deposition region and an exit region. The 
reactor height at the entrance (h) is 2.05 cm. The lengths, of 
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Tc Table 1 Reactor parameters for two experimental cases 

Fig. 1 Reactor schematics 

the entrance region (l{), the deposition region (/2), and the exit 
region (/3) are 14 cm, 30 cm, and 20 cm, respectively. The top 
wall of the reactor is flat, whereas the substrate on the bottom 
wall is either flat or tapered at 2.9 deg. The temperature at 
the top wall is set at 300 K, which is also the gas temperature 
at the inlet. The substrate is assumed heated to 1323 K or 1350 
K, for 0 = 0 and 2.9 deg, respectively, corresponding to the 
experimental conditions of Eversteyn et al.; see Table 1. The 
entrance and exit regions are thermally insulated. The pre­
cursor is silane (SiH4) and the carrier gas is atmospheric pres­
sure hydrogen. Gas flow rates and inlet reactant concentraction 
are given in Table 1. 

Note that the reactant concentration is very small. The bulk 
flow is treated as though it were composed only of hydrogen 
(typically > 97 percent). We also assume that silicon deposition 
is diffusion-limited. This assumption has been employed in 
previous studies of Eversteyn et al. (1970), Takahashi et al. 
(1972), Berkman et al. (1978), and Ristorcelli and Mahajan 
(1987), and experimentally validated by the kinetic studies of 
Bloem and Giling (1985) at high temperature and atmospheric 
pressure conditions. 

For a steady-state nonreacting process, two-dimensional mo­
mentum, continuity, and mass transfer and energy equations 
can be written as follows: 

Momentum equation in x direction: 

d du du 

dx dy dx dx 

„ du 2 
2 / i - - ^ V . v 

a 'du dv 

^Yy + Yx + Pgx (1) 

Substrate 
tapering 

angle 
Odeg 

2.9 deg 

uot cm/s 

17.5 
34.0 

ftiiane, dyne/cm2 

1241 
639 

T„,K 

1323 
1350 

Momentum equation in y direction: 

dv dv 

dx dy 
_dp d_ 

dy dx 

du dv 

dy dx 

2 a / dv _ 
+ ^ ( 2 ^ - ^ v - v , + ^ (2 ) 

where p denotes gas density, u the velocity component in the 
x direction, v the velocity component in the y direction, p 
pressure, and fi viscosity. Also, v = (u, v), and gx and gy are 
gravity components in the x and y directions, respectively. 

Continuity equation: 

— (pu) + —(pv) = 0 
dx dy 

Mass transfer equation: 

^ dxi _ dx\ 
Cu—t+Cv-1--

dx dy 
dJix_dJ\y 
dx dy 

(3) 

(4) 

where C denotes molar concentration and Xi the mole fraction 
of silane. Jlx and JXy are the x and y components of the molar 
flux, Ji , which, driven by both concentration gradient (mo­
lecular diffusion) and temperature gradient (Soret effect), is 
given by 

J, = - CD VXi - CDaXi(l -Xi) V In T. (5) 

Here, D is the diffusion coefficient of silane in hydrogen and 
a is the thermal diffusion factor. For derivation of the expres­
sion, the reader is referred to Baron (1962), Hirschfelder et 
al. (1954) and Grew and Ibbs (1952). 

Energy equation: 

pcp 
ar dt\_ 
dx dy) ' dx 

dCjy 

' dy 
(6) 

where cp denotes the heat capacity and Tthe temperature, and 

c 
c 
cp 

D 
g 

Gr 

Gr, 

h 
J 
k 
I 

M 
m 

P 
/'silane 

= molar concentration 
= dimensionless molar concen­

tration = C/C0 

= heat capacity 
= diffusion coefficient 
= gravity 
= Grashof number = 

g0(Th-Tc)h
3/v

2 

= local Gr based on down­
stream distance x 

= reactor height 
= molar flux 
= thermal conductivity 
= length 
= molecular weight 
= growth rate of monocrystal-

line silicon 
= pressure 
= partial pressure of silane at 

inlet 

Pr 
q 

Ra 
R 

Re 
Re* 

T 
T 

r 
w 

V 

x,y 
Xi 

= Prandtl number = ficp/k 
= heat flux 
= Rayleigh number = GrPr 
= gas constant 
= Reynolds number = uh/v 
= local Re based on down­

stream distance x 
= stress tensor 
= temperature 
= dimensionless temperature = 

{T-Tc)/(Th-Tc) 
= velocity component in x di­

rection 
= velocity component in y di­

rection 
= Cartesian coordinates 
= mole fraction of component 

1 

a = thermal diffusion factor 
(3 = volumetric coefficient of 

thermal expansion 
8 = substrate tapering angle 
K = thermal diffusivity 
in. = dynamic viscosity 
v = kinematic viscosity 
p = density 
4> = stream function 

yj/' = normalized stream function 
= 'A/'/'max 

Subscripts 

cold wall c = 
f = 
h = 
o = 
t = 

film or average value 
hot susceptor 
reference value 
total 
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qx and qy are the x and y components of the thermal flux q, 
given by 

M 
-kVT+aRT-r-Ji 

M2 
(7) 

where k is the thermal conductivity, R the gas constant, Mthe 
averaged molecular weight, and M2 is the molecular weight of 
hydrogen. In Eq. (7), the first term is the heat flux due to 
conduction and the second term is the contribution due to 
Dufour effect. For derivation of this equation, see Baron (1962). 

Over the range of room to the susceptor temperature, the 
variation in the transport properties of hydrogen is significant 
and must be taken into account. For example, from 300 K to 
1333 K, thermal conductivity, k, and absolute viscosity, n, 
increase by factors of 2.85 and 2.73, respectively; see Eckert 
and Drake (1972). Appropriate expressions for p, ju, k, of 
hydrogen, and for D, diffusion of silane in hydrogen, as a 
function of temperature, are as follows: 

-£- = 
/*o 
k__ 

k0 

_D 

Do' 

pM 

~~ RT 

L 
T<>, 

L 
T°, 
1 
To. 

(8) 

(9) 

(10) 

(11) 

The power law expressions in Eqs. (9) and (10) are taken from 
Moffat and Jensen (1988), and are valid over the whole range 
of temperature in the epi reactor. Equation (11) is derived from 
the Fuller correlations; see Reid et al. (1987). Note a sharp 
dependence of D on T; from 300 K to 1323 K, it increases by 
a factor of « 13. Experimental values of viscosity and thermal 
conductivity at the reference temperature, 300 K, are used here; 
they are /i0 = 8.963 X 10"5 poise and k0 = 0.182 x 105 erg/s/cm/ 
K; see Eckert and Drake [1972]. The reference diffusivity is 
calculated from the Fuller correlation assuming that the atomic 
diffusion volume of silicon is identical to that of argon. The 
calculation gives D0 = 0.698 cmVs. The values of thermal dif­
fusion factor, a, for silane in hydrogen are 0.54, 0.69, 0.74, 
0.78, and 0.79 at 300 K, 500 K, 700 K, 900 K, and 1100 K, 
respectively; see Holstein (1988). 

The boundary conditions for the differential equations are 
listed below: 

A t x = 0 ; 0<y<h 

u = 6u0[y/h-(y/h)2]; v = 0; T=TC; xl=x0 (12) 

At Q<x<h; y = 0 

u = 0; v = 0; qy = 0; JXy = Q (13) 

At /[ <x<h + h\ y = (x- 'i)tan 0 

w = 0; v = 0; T=Th;xx=0 (14) 

At li + l2<x<lt; ^ = /2tan 0 

At0<x<l,;y = h 

Alx=lt; l2tan6<y<h 

u = 0; v = Q; qy = 0; Jly = 0 (15) 

= 0; u = 0; T=Tc;Jiy = 0 (16) 

(17) n-T = 0; qx = 0; Jix = 0 

where /, represents the length of the reactor and T is the stress 
tensor. The condition x{ = 0 in Eq. (14) implies that surface 
reaction is much faster than the diffusion of silane to the hot 
surface. 

Noting that Xi = 0 at the susceptor, the growth rate of mon-

ocrystalline silicon on the substrate surface, tn, can be derived 
from Eq. (5) and is given by: 

MsiCD 

Ps,Si 
V*ils.s.' (18) 

where Msi is the molecular weight of Si and pSiS; is the density 
of solid silicon. 

3 Finite Element Method 

In the Galerkin finite method, Zienkiewicz (1979),the irreg­
ular physical domain is divided into subdomains, called el-
ments. Here we have 280 elements in the x direction and 10 
elements in the y direction. Variable mesh size is used. In the 
regions of steep gradients, near the susceptor (y = 0), and close 
to the leading edge (x=/i), mesh size is more refined. The 
dependent variables are approximated locally over each ele­
ment by basis functions that are low-order polynomials. Here, 
biquadratic basis functions are used for velocity, temperature, 
and partial pressure, and three-node linear basis functions are 
used for pressure. The governing differential equations are 
multiplied by the basis functions and integrated over the phys­
ical domain. To facilitate area integration, isoparametric trans­
formation is used to map the irregular elements to square 
elements. The resulting algebraic equations, most of them non­
linear, are then linearized by the Newton-Raphson method. 
A modified version of the frontal matrix solver by Hood (1977) 
is applied to obtain y, p, T, X\. The convergence criterion is 
that the absolute value of the difference of each dependent 
variable between consecutive iterations is < 10"10. The growth 
rates along the substrate surface are computed with a method 
similar to that given by Marshal et al. [1978] for heat flux 
computations. The sensitivity of the growth rates to grid spac­
ing is tested by reducing the element number in the y direction 
to 5 and that in the x direction to 140. For the two cases listed 
in Table 1, no visible difference (< = 1 percent) is found be­
tween the growth rates using the two grids. 

4 Results and Discussion 
Before presenting any computational results, it should be 

noted that the two-dimensional analysis is in principle only 
valid for describing the transport between two plates of infinite 
width. In the epitaxial reactor considered here, typical of pro­
duction reactors, presence of the side walls may induce buoy­
ancy-induced rolls resulting in a three-dimensional flow. A 
pertinent question is: Under what conditions can the two-
dimensional analysis predict accurately the silicon layer dep­
osition in production reactors? 

First, for the base case considered here corresponding to the 
experimental conditions of Eversteyn et al. (1970), the Rayleigh 
number is only 209. For low values of Ra, Giling's (1982) 
holograms in a horizontal epitaxial reactor showed the iso­
therms to be perfectly parallel to the susceptor. The gas flow 
patterns were found to be stable, indicating negligble effects 
of buoyancy-induced motion. A Rayleigh number limit of 1708 
was indicated for the onset of buoyancy-induced motion. 
Houtman et al. (1985), on the other hand, observed vortex 
motions at values of Ra < 1708. These motions, however, did 
not affect temperature distributions because of the high ther­
mal conductivity of the hydrogen gas. Van de Ven et al. (1986) 
in their experimental study of epitaxial growth of gallium ar­
senide in horizontal MOCVD (Metal-Organic Chemical Vapor 
Deposition) addressed the issue of buoyancy-induced convec-
tive rolls. On the basis of their measurements of velocity and 
thickness of the deposited layer, they concluded that at low 
Ra, even if the buoyancy-induced convective motions are pres­
ent, they do not affect the mass transfer. 

Moffat and Jensen (1986) obtained three-dimensional nu­
merical simulations of flow in a horizontal MOCVD reactor. 
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Buoyancy-driven secondary flows were included. The side walls 
were assumed either insulated or kept cooled to the top wall 
temperature. For fully developed flow in a reactor with in­
sulated side walls, the computations showed that the buoyancy-
driven rolls did not develop for Ra » 2000. For a reactor with 
cooled side walls, buoyancy-induced rolls developed at much 
lower Ra. However, even in this case, for reactors with smaller 
cross-section aspect ratio (height/width), a comparison of both 
the two-dimensional and three-dimensional computations with 
the experimental results of Van de Ven et al. (1986) showed 
very good agreement with experimental growth rates. It was 
concluded that the effects of buoyancy-driven flow are absent 
in the low cross-section aspect ratio reactors and that the two-
dimensional and three-dimensional models produce very sim­
ilar results. 

Giling (1982) and Van de Ven et al. (1986) noted that the 
effect of buoyancy-induced motions at low Ra, if present, is 
felt toward the edges of the susceptor near the side walls. A 
solution to avoid nonuniform epitaxial deposition is then to 
place wafers away from the side walls. Giling recommends this 
distance to be equal to the height of the reactor. In commercial 
reactors, the intent of this recommendation is followed for 
achieving uniform deposition. 

It is concluded from the above discussion that the two-
dimensional analysis and results presented in this paper are 
applicable to the production epitaxial reactors. 

Buoyancy, Soret, Dufour, and Variable Property Ef­
fects. To assess the validity of the various assumptions men­
tioned in Section 1 systematically, Eqs. (l)-(7) subject to 
boundary conditions (12)-(17) were solved for the following 
cases: 

Case A: No buoyancy effect, no Dufour and Soret effects, 
and the transport properties are evaluated at the film temper­
ature, Tf=(Th+Tc)/2. 

with the buoyancy effects included, 
but with the Dufour and Soret effects 

Same as A, 
Same as B, 

Case B: 
Case C: 

included. 
Case D: Same as C, and with the inclusion of the variable 

properties given in Eqs. (8)-(ll). 
Two susceptor tilt angles, 0 = 0 and 6 = 2.9 deg are con­

sidered. The results for the horizontal susceptor, 0 = 0 deg, 
are presented first. 

Horizontal Susceptor 
Case A. Figure 2 shows the calculations for the deposition 

rate m versus x along with the experimental data of Eversteyn 
et al. (1970). The growth rate in their experiments was obtained 

by measuring both the time of growth and the thickness of the 
deposited layer. The accuracy in time measurement was ±0.2 
percent while that in thickness measurement was ±0.5 percent. 
Thus, the maximum uncertainty in the experimental measure­
ments of the deposition rate is = ±0.7 percent. The very good 
agreement seen in Fig. 2 between these experimental data and 
similar numerical results of Ristorcelli and Mahajan (1987) 
confirms the accuracy of the numerical scheme used here. 

Case B: Buoyancy Effects. There have been several studies 
dealing with the buoyancy-induced flow in epitaxial deposition 
systems. The main consideration is: Under what flow circum­
stances does the buoyancy-induced flow start affecting the 
forced convection flow and deposition characteristics in a re­
actor? 

For the flow adjacent to a vertical surface, of length L, 
Sparrow et al. (1959) suggested that for Gr*/Re2 > 16, the 
flow is buoyancy dominated; for Gr/Re2 , < 0.3, it is essentially 
forced flow; while for 16 > Grx/ReJ > 0.3, both buoyancy 
and forced flow are comparable. In a related numerical study, 
Sparrow and Gregg (1959) found that the effect of buoyancy 
on the local heat transfer coefficient is less than 5 percent if 
Grx/Re£ < 0.0075. The effect on the average heat transfer 
coefficient was predicted to be within 5 percent of the forced 
flow results for Gr t /Rel < 0.225. For horizontal boundary 
layer combined flows, analysis indicates that the parameter 
characterizing the relative vigor of buoyancy and forced flow 
is Gr/Re2 5; see for example, Mori (1961), Sparrow and Min-
kowycz (1962), Hieber (1973), and Gebhart et al. (1988). Cri­
teria similar to those for vertical flows are suggested. 

Some of the earlier studies dealing with epitaxial deposition 
systems used the parameter Gr/Re2 and the criteria proposed 
by Sparrow et al. (1959) to characterize the transition of flow 
from forced to mixed convection; see Takahashi et al. (1972), 
Hanzawa et al. (1977), and Ban (1978). Values of Gr/Re2 

ranging from 0.4 to 8.6 (0.4-4.1, Takahashi et al; 0.5, Ban; 
0.8-8.6, Hanzawa et al.) were found to indicate the transition. 
This wide range in the transitional value of Gr/Re2 suggests 
the inadequacy of the application of the parameter to epitaxial 
deposition systems, as has been demonstrated in the experi­
ments of Giling (1982) and the numerical study of Moffat and 
Jensen (1988) for horizontal silicon epitaxy. In these studies 
no correlation was found between the flow characteristics and 
the parameter Gr/Re2. Similar conclusions were drawn in the 
experimental study of Van De Ven (1986) in an MOCVD re­
actor. 

The lack of correlation is not surprising, since the flow 
configuration in a horizontal reactor is quite different from 
the boundary layer flow over a vertical or even a horizontal 
surface. The classical Benard problem, of thermal instability 
of a layer enclosed between two infinite plates heated from 
below, is more likely a much closer representation of the reactor 
flow. The appropriate parameter, then, is Ra = GrPr, which 
for a fluid layer between two rigid horizontal surfaces has a 
value of 1708 for the onset of instability marked by longitudinal 
rolls; see Reid and Harris (1958, 1959). In this context, studies 
of Hwang and Cheng (1973) and Kamotani and Ostrach (1976) 
are pertinent. The former is a numerical investigation of the 
conditions for the onset of longitudinal vortex rolls due to 
buoyancy forces in the thermal entrance region of a horizontal 
parallel plate channel heated from below. The findings were 
that for Pr > 0.7, the theoretical value of Rayleigh number, 
Ra = GrPr = 1708, corresponding to the classical Benard 
problem, is a conservative estimate of the critical Rayleigh 
number. The opposite is true for Pr < 0.2. The experimental 
study of Kamotani and Ostrach for the same flow circumstance 
and for working fluid of air, P r«0 .7 , indicated even higher 
values of Ra for onset of instability than predicted by the 
theoretical predictions of Hwang and Cheng. 

Giling (1982), as mentioned earlier, used 1708 as the critical 
value of Rayleigh number for the onset of buoyancy-driven 
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Fig. 3 Growth rate plots for horizontal susceptor for cases A, B, C, and 
D 

axial rolls. At low Ra, the effect of buoyancy-induced flow 
was found to be negligible. However, in his experiments at Ra 
= 2295 and 2220 using nitrogen and argon respectively, the 
forced flow was found to be significantly affected by the buoy­
ancy-driven flow. Moffat and Jensen (1988) in their numerical 
study of three-dimensional flow effects echo similar thoughts. 
With the side walls of the reactor assumed insulated, buoyancy-
driven rolls first appeared when Ra was 1816. 

Our numerical results for the horizontal susceptor for Case 
B, that is, with the buoyancy effects included, are shown in 
Fig. 3, as curve a. The Gr and Ra are 298.5 and 209, respec­
tively. This curve is indistinguishable from that for Case A, 
indicating a negligible effect of buoyancy-induced flow on the 
mass transfer rate for Ra = 209. The fact that buoyancy does 
not play a role in the present case does not preclude it from 
being important in other operating conditions or other CVD 
systems. 

Case C: Dufour and Soret Effects. Figure 3 also shows the 
results obtained with the inclusion of Dufour and Soret effects, 
curve b. Two conclusions are readily drawn. Of the Soret and 
Dufour effects, the former is dominant and accounts for almost 
all of the total diffusive effects. Secondly, the effect on the 
mass transfer rate is appreciable, with the mass transfer rate 
being lower by as much as 28 percent. This decrease can be 
easily understood form an examination of Eq. (5). For this 
discussion, only the gradients in the y direction, being much 
larger than those in the x direction, will be considered. In Eq. 
(5), concentration of silane at the susceptor is lower than in 
the bulk. Therefore, dxi/dy is positive. Whether the terms due 
to Soret effect aid or oppose the first term depends on the sign 
of the product a dT/dy. For hydrogen, a is positive. For 
Th>Tc, the contribution dT/dy is negative and thus opposes 
the first term. 

The Dufour effect is the contribution to the thermal flux 
due to the concentration gradient. Its impact on the temper­
ature field and hence on the mass transfer rate is rather small. 

Recall that in Fig. 3, curve b represents Case C when the 
buoyancy flow as well as the Soret and Dufour effects are 
included. These are typically the effects ignored in the earlier 
analyses as discussed in Section 1. The expectation was that 
the agreement between the experimental results and the im­
proved analysis would be better. However, as seen in Fig. 3, 
the numerical results are now substantially lower than the 
experimental data. On the other hand, the previous approxi­
mate analyses are much closer to the experimental data. The 
unresolved question is: Is there any other effect ignored in the 
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Fig. 4 Stream function, temperature, and concentration plots for hor­
izontal susceptor for case D 

previous approximate analyses that compensates for the error 
introduced due to neglect of the Soret effect? 

Case D: Variable Property Effect. The computational re­
sults when property variations are taken into account, curve 
c in Fig. 3, provide an answer to the above question. For these 
calculations, instead of the past practice of evaluating prop­
erties at the average temperature, the actual variation of the 
transport properties with temperature is taken into account. 
The results of the improved analysis are now in close agreement 
with the experimental data. It is noted parenthetically that the 
growth rate was found to be most sensitive to variation of D 
with temperature. 

The clear indication is that the agreement between the ex­
perimental data and the past numerical/semi-analytical results 
was coincidental. It so happened that for this particular prob­
lem, the undercorrection due to miscalculation of the transport 
properties compensates for the overcorrection due to neglect 
of the Soret effects. One should not assume similar good luck 
(!) in other deposition systems. 

Stream Function, Temperature, and Concentration 
Plots. The calculated normalized stream function, \p', di-
mensionless isotherm, T', and dimensionless isoconcentration, 
C", plots are shown in Figs. 4(«, b, c), respectively, for Case 
D. The \j/' plots indicate uniform velocity with x in the heated 
section as evidenced by the almost uniform spacing between 
the streamlines, with x. Figure 4(b) indicates that barring the 
vicinity of the leading edge of x= 14 cm, the temperature gra­
dient also stays uniform with increase in x. The concentration 
gradient, dC/dy I (J,=0) on the other hand changes continuously 
with x, being larger at lower values of x. 

Two conclusions are noteworthy from these plots. First, the 
temperature gradient uniformity cannot be taken as a measure 
of concentration gradient; hence the deposition rate uniform­
ity, as used by Stock and Richter (1986). Only when the Lewis 
number Le = D//c = 1, are the temperature and concentration 
plots the same. However, in the typical silicon deposition sys­
tem as considered here, thermal diffusivity, K, is about three 
times larger than the molecular diffusivity, D, of silane in 
hydrogen. This results in more uniformity in temperature pro­
file than in the concentration profile. Secondly, Fig. 4(c) clearly 
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Fig. 6 Stream function, temperature, and concentration plots for tilted 
susceptor, 6 = 2.9 deg for case D 

shows the depletion effect characteristic of horizontal depo­
sition systems; see Ban (1976), Berkman et al. (1978), Eversteyn 
et al. (1970), and Ristorcelli and Mahajan (1987). 

Inclined Susceptor, 6 = 2.9. The most common practice to 
overcome the depletion effect, seen in Fig. 3 as well as in Fig. 
4(c), is to tilt the susceptor by about 3 deg. The mass deposition 
rate calculations for the four cases, A, B, C, and D, discussed 
earlier are shown in Fig. 5. The numerically computed stream 
function, temperature, and concentration plots for 6 = 2.9 
deg and the susceptor temperature of 1350 K used in the ex­
periments of Eversteyn et al. (1970) are shown in Fig. 6. 

Figure 6 shows, as expected, an increase in velocity with x. 
Barring the leading edge region, the concentration gradient, 
dC/dy I (_,,=o)» is relatively much more uniform in x. The m 
plot collaborates these results. Increased mass transport due 
to the increased flow velocity compensates for the decreased 
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Fig. 8 Effect of Inlet velocity on deposition rate 

mass transport due to the depletion effect. Like those at 6 = 
0 deg, the calculations for the Cases A, B, C, and D indicate 
similar conclusions as related to the role of buoyancy flow, 
Soret, Dufour, and property variation effects. 

5 Growth Rate and Reactor Parameters 
This section describes the growth rate as a function of various 

parameters of interest. These include reactor height, flow ve­
locity, inlet concentration of silicon-carrying species, and sus­
ceptor temperature. The results are presented for d = 2.9 deg. 
Reference values of these parameters are those used in the 
experiments of Everstyn et al. (1970) (see Table 1), that is, h 
= 2.05 cm, «0 = 34.0 cm/s, Th = 1350 K, and C0 corresponds 
to p0 of 639 dynes/cm2. 

Influence of Susceptor Temperature. The growth rates 
when the susceptor temperature is raised or lowered by 100 K 
from the reference value of 1350 K are shown in Fig. 7. Clearly 
in this temperature range, the effect of substrate temperature 
on the deposition rate is small. The trend is for higher dep­
osition at higher substrate temperature. This is in agreement 
with past studies; see Ristorcelli and Mahajan (1987) and Bloem 
and Giling (1985). The relative small variation with temper­
ature is again indicator of the diffusion-controlled nature of 
the deposition at these temperatures. Also note that the var­
iation of m downstream remains almost unaffected. 
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Fig. 10 Effect of reactor height on growth rate; curves a-d(h = 2.05 
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Influence of Inlet Velocity. The downstream variation of 
m when «0 is increased or decreased by 50 percent is shown 
in Fig. 8. The partial pressure of silane is assumed to be kept 
constant. As expected from fluid dynamic considerations, the 
deposition rate increases with increase in Reynolds number (or 
velocity). In addition, variation in flow rate has a large impact 
on the uniformity in the deposition rate. At higher flow rates, 
the curves tend to be more skewed upward at larger x. As flow 
rate increases, larger quantities of unreacted silicon-bearing 
species, silane in this case, are carried downstream, resulting 
in an increase in the concentration of silane in the bulk flow 
at larger x. Larger gradients in silane, therefore, lead to in­
creased deposition rate of silicon as seen in the curves in Fig. 
8. The reverse is true for lower velocities. 

Influence of Inlet Concentration. Three curves for C0 cor­
responding to p0 of 639 dynes/cm2, 0.5 pot and 1.5 p0 are 
shown in Fig. 9. The curves clearly indicate a linear dependence 
of the growth rate on the input concentration. Until the onset 
of gas-phase decomposition, such a linear relationship is ob­
served for silane; see Bloem and Giling (1985). 

Influence of Reactor Height. For a given reactor, h is gen­
erally not a parameter available to an epitaxial engineer to 
manipulate for controlling the deposition rate. However, it is 
one of the important design considerations and it is of interest 
to know how reactors of different heights (or of different aspect 
ratios, L/h) perform with respect to deposition characteristics. 
First, it is to be noted that Ra varies as h3 so that change in 
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h can impact the buoyancy flow effects substantially. To study 
this, we performed numerical calculations for h = 2.05 (stand­
ard case), 2.5, 3.0, and 4.0 cm, with the corresponding Ra 
being 209, 408, 655, and 1553, respectively. The flow velocity 
u0 was changed so that Re was constant. With the buoyancy 
term included it is assumed that the buoyancy rolls have not 
set in yet so that our two-dimensional model is still applicable. 
These results are shown in Fig. 10, as curves a-d. Also shown 
are the calculations for these values of h when the buoyancy 
term is neglected in the momentum equation (for clarity, the 
calculations for no buoyancy are shown only for h = 2.05 
and 4.0 cm, as curves e a n d / ) . The results confirm again that 
until the onset of Benard convective instability, expected around 
Ra = 1708, the effect of buoyancy on the growth rate is very 
small. 

Note that in Fig. 10 the growth rate decreases with increase 
in h. This decrease partially reflects the effect of decrease in 
«o. similar to that seen in Fig. 8. For h = 4 cm, the inlet 
velocity is approximately 0.5 of w0. For comparison, the cal­
culations for h = 2.05 cm for 0.5u0 from Fig. 8, curve g, along 
with the curves a and/from Fig. 10, are shown plotted together 
in Fig. 11. The residual difference between the two curves, d 
and g, is the effect of changing the aspect ratio. The indication 
is that the effect of increasing h or decreasing the aspect ratio 
is increased uniformity in deposition. At higher aspect ratios, 
the depletion of bulk concentration is faster, which results in 
larger nonuniformities. A similar conclusion was drawn by 
Ristorcelli and Mahajan (1987). 

5 Summary 
Numerical calculations have been carried out to investigate 

the role of buoyancy flow, Dufour, Soret, and variable prop­
erty effects on the transport in horizontal silicon epitaxial 
deposition systems. The susceptor tilt angles of 8 = 0 and 2.9 
deg are considered and the impact of each of these effects on 
the silicon deposition rate is studied. The stream function, 
temperature, and concentration plots are also presented for 
the two values of 6, with all of these effects included in the 
governing equations. For the typical epitaxial reactor param­
eters, the results show that the former two effects have a 
negligible impact on the mass transfer rate while the latter two 
have a large influence. Based on these results, it is shown that 
the agreement between the previous numerical/semi-analytical 
calculations and the experimental data is fortuitous. Finally 
the numerical calculations detailing the effects of varying re­
actor height, inlet velocity, inlet concentration, and susceptor 
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temperature on the growth rate are presented. The results in­
dicate that in the normal operating range of susceptor tem­
peratures used in practice, the effect of varying susceptor 
temperature is small; the change in flow velocity has a large 
influence both on the growth rate and uniformity of the layer; 
the growth rate varies linearly with inlet concentration; and 
that narrower reactors (larger aspect ratio) result in increased 
nonuniformity in deposition. 
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Evaporation of Water With Single 
and Multiple Impinging Air Jets 
An experimental investigation of impingement water evaporation under a single jet 
and arrays of circular jets was made. The parametric study included the effects of 
jet Reynolds number and standoff spacing for both single and multiple jets, as well 
as surface-to-nozzle diameter ratio and fractional nozzle open area for single and 
multiple jets, respectively. The nozzle exit temperature of the air jet, about the same 
as that of the laboratory, was 3-6° C higher than that of the evaporating water. 
Predictive equations are provided for mass transfer coefficient in terms of the flow 
and geometric conditions. 

1 Introduction 
Evaporation from liquid surfaces exposed to heated and 

unheated jets is important in the design of various industrial 
equipment: cooling of air by water and vice versa, design of 
scrubbers, spray towers, and various drying equipment. Al­
though the problem has attracted the attention of researchers 
for nearly a century, there are few reliable mass transfer data. 
By contrast, the hydrodynamic aspects of gas jets impinging 
on liquid surfaces have been studied by many researchers (Col­
lins and Lubanska, 1954; Banks and Chandrasekhara, 1963; 
to mention a few). The general features are briefly noted here 
because they have a direct bearing on the results to be presented 
subsequently. A gas jet striking a liquid surface deforms it by 
creating a depression, the width and depth of_which depend 
largely on the jet momentum and spacing, Z„. For a high 
velocity jet, the depression is usually referred to as a cavity 
and is characterized by a lip of definite height. Beyond some 
critical velocity, the phenomenon of sputtering occurs (i.e., 
the creation or ejection of drops). Eventually, gas bubbles are 
generated within the liquid below the cavity. 

The study by Coffey and Home (1916) on humidifying tow­
ers probably provided the first indication of the importance 
of air direction on evaporation rates. This fact was established 
by Carrier (1921) who reported nearly twofold increases in 
evaporation rates with single jet impingement over parallel flow 
under identical conditions. Carrier provided no details of the 
experimental apparatus or measurement technique. Subse­
quent heat transfer studies (Friedman and Mueller, 1951) in­
dicated similar differences between parallel flow and normal 
impingement. 

Molstad et al. (1938) considered evaporation of water from 
various sized vessels exposed to a heated circular jet. Their 
finding was that the differences in evaporation rates between 
normal impingement and parallel flow were not as large as 
reported by Carrier, being 50 percent and 10 percent for low 
and high flow rates, respectively. There were problems with 
their experimental design and data reduction: the existence of 
edge effects due to the absence of an extended surface for jet 
flow away from the surfaces, especially since the jet diameter 
was larger than the diameters of the small vessels; the use of 
the wet-bulb temperature instead of the actual water temper­
ature for uninsulated vessels; and the fact that evaporative 
losses were neglected in the analysis. 

The only paper published since 1940 (Sparrow et al., 1986) 
dealt with isothermal jets impinging on circular free water 
surfaces for 7.68 <D/d<23.47, Z„ = 5, 10, and 15, and 3800 
<Re < 15000. The authors reported that, over the entire Re 
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range, the nondimensional mass transfer coefficient varied as 
the 0.8 power of Re, a value that is much higher than the 0.574 
power determined empirically by Martin (1977) for single im­
pingement on solid surfaces. 

Although multiple jet impingement heat and mass transfer 
from solid surfaces has been extensively studied (Trabold, 1989; 
Obot et al., 1980), little information is available on free surface 
evaporation with arrays of jets. In fact, the only relevant study 
uncovered during the literature search, that by Lyman (1965), 
dealt with the effect of air velocity on heat transfer from a 
smooth copper plate and water evaporation from a saturated 
felt mat. In that study, the heat transfer area was about the 
same as that for mass transfer and tests were made with two 
nozzle plates having square circular hole arrangement. Four 
standoff spacings Z„ = 3, 6, 12, and 24 were tested for values 
of Re between 3000 and 15,000. The values for the fractional 
nozzle open area (Af) and the number of jet holes were 0.0123 
and 36, and 0.0218 and 64, with d = 3.175 mm. The finding 
was that heat and mass transfer coefficients varied as the 0.644 
and 0.776 power of the jet velocity, respectively. 

The objectives of this study were twofold: first, to make 
measurements of evaporation rates for the central impingement 
region of laminar and turbulent single jets; thus, of the twelve 
values of D/d tested, nine were within the 2 < D/d < 7 range 
for which there are no reliable data; second, to measure evap­
orative fluxes from a free water surface exposed to arrays of 
circular jets, a problem that has received meager treatment. 

2 Experimental Apparatus, Test Procedures, and Data 
Reduction 

Apparatus. A schematic of the apparatus for the single 
and multiple jet studies is given in Fig. 1. Since the air supply 
system was the same as given previously (Obot and Trabold, 
1987; Trabold and Obot, 1987a; Obot et al., 1986), it is only 

AIR HEATER 
BOX 

- ENCLOSURE DISPENSING 
BULB 

PLENUM -

EVAPORATION]]" 
VESSEL 

TEMPERATURE| 
PROBE 

INSULATION-

• POLYSTYRENE 
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Fig. 1 Schematic of mass transfer apparatus 
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noted here that the air approaching the heater box was metered 
using calibrated orifices. The two L/d = 5 and the L/d = 0.5 
single jet nozzles had a square-edged entrance configuration. 
The three multiple jet nozzle plates, each of which had an in­
line hole arrangement, are best characterized by (X„, Y„, NT, 
Af,) = (10, 8, 48,0.0098), (10, 4, 90, 0.0196), and (5.6, 4, 180, 
0.0352), where X„, Y„, are the center-to-center hole spacings 
(scaled with d) in the stream wise and span wise directions, re­
spectively, NT is the number of jet holes in a plate, and Af is 
the fractional nozzle open area. The jet hole diameter was 
3.175 mm for all plates. Additional details were given in the 
1987 papers cited above. 

The central impingement target consisted of a free liquid 
surface created by filling a cylindrical (single jets) or rectan­
gular (multiple jets) vessel with distilled water. The six circular 
vessels had internal diameters of 52.8, 64.8, 82.6, 106.4,126.0, 
and 147.7 mm, and the vessel depth increased monotonically 
with the diameter from 51.0 mm to 169 mm for d = 52.8 and 
147.7 mm, respectively. The length and width of the rectan­
gular vessel were 209.6 and 203.3 mm, respectively, the same 
as those for the smooth heat transfer plate in the aforemen­
tioned 1987 papers, and the depth was 81.0 mm. Each vessel 
had two water-tight outlets for the installation of a chromel-
constantan temperature probe and the polystyrene tube from 
the feed. An insulated vessel was supported within a wooden 
box, the top of which was perfectly flush with the edges of 
the vessel and served as an extended surface for flow away 
from the liquid surface (Fig. 1). The entire assembly was 
mounted atop a motorized cast iron table that could be raised 
or lowered by means of a three-phase AC motor, thereby 
affording variations in standoff spacing. 

A segment of the apparatus (Fig. 1) was enclosed in a square 
housing consisting of a wooden frame enveloped in 0.25-mm-
thick polystyrene sheeting. Small gaps between apparatus and 
sheeting were covered with thick tape. The laboratory floor 
was the bottom of the housing, and small gaps between the 
lower frame and the floor provided exhaust ports for spent 
air. On one side of the housing was a 635 x 500 mm air-tight 
Plexiglas door, above which was located a panel for the in­
strumentation. 

Located outside of the large housing was a 250 x 270 x 

505 mm wooden enclosure, the top of which was made of 
Plexiglas. This contained an Ainsworth Model A-400 pan bal­
ance on which the 59.2-mm-dia. Nalgene feedwater container 
was placed. The top of this enclosure had a water-filled glass 
dispensing bulb fitted with a Teflon valve (Fig. 1), from which 
distilled water could readily be added to the feed vessel prior 
to the start of a test run. The latter was covered with clear 
plastic wrap having several air holes to eliminate extraneous 
water losses. The feed vessel, balance, and enclosure were also 
mounted on a separate motorized platform. Since the evap­
oration and feed vessel were connected by a continuous line, 
water would flow between them whenever a difference in pres­
sure (level of air-water interface) existed. A simple expression 
related change of mass of water in the feed vessel (measured 
directly by means of the pan balance) to change of mass of 
water in the evaporation vessel over time, thejyaporation rate. 

The relative humidity of the jet at any Z„ was measured 
using a YSI Model 91 dew point hygrometer or Wihl-Lam-
brecht Model 761 Assmann psychrometer. The latter was used 
to determine water vapor partial pressure for most of the trials 
while the former was used only for situations where localized 
measurements were required or the Z„ range precluded use of 
the larger Assmann psychrometer. A Wihl-Lambrecht 8889 
barometer gave values of temperature and pressure within the 
evaporation chamber. The feed vessel water temperature was 
measured with a chromel-alumel thermocouple. 

Test Procedures. Prior to each trial, distilled water was 
added to the vessel so that a meniscus cap was formed, pro­
truding 3-4 mm above the top plane of the insulating box. 
This ensured that the water level did not drop appreciably 
below the cup's rim during the ensuing run, thereby avoiding 
any edge effects. The air flow was adjusted to give the desired 
Reynolds number and the free water surface was allowed to 
attain a constant temperature, a process that took 1 Vi-2 hours 
depending on Re and Z„. Then, relative humidity of the jet at 
the particular Z„ was measured. A 203 mm square covering 
was placed over the evaporation vessel during this measurement 
to eliminate distortion of the humidity reading due to vapor 

Nomenclature 

surface area available 
for mass transfer, m2 

fractional nozzle open 
area = ird2 (4x„y„) "' 
total jet flow area, m2 

nozzle diameter, m 
diameter of evaporation 
vessel, m 
moisture diffusivity, 
m2/s 
blower power, W 
average heat transfer 
coefficient, W/m2oC 
fluid thermal conduc­
tivity, W/m°C 
mass transfer coeffi­
cient, kg/m2s Pa 
modified mass transfer 
coefficient, kg/m2s 
jet momentum, N 
jet nozzle length, m 
air flow rate as meas­
ured at orifice, kg/s 

MWa = molecular weight of 
air = 29 kg/kmol 

Af = 

A„ = 
d = 
D = 

D = 

E = 
h = 

Kr — 

K 
L 
m 

MWW = molecular weight of 
water = 18 kg/kmol 

NT = number of jet holes in a 
nozzle plate 

Nu„, = average mass transfer 
Nusselt number k'/p£) 

Numy = average mass transfer 
Nusselt number based 
on span wise jet hole 
spacing = k'y„/pp 

Nu,, = Nusselt number hy„/k 
P = pressure, Pa 

Re = Reynolds number = 
md/A„fi. 

Rey = Reynolds num-
ber = my„/A „/x 

Re = Reynolds number based 
on flow rate per unit 
transfer area = Rex,4/ 

Sc = Schmidt number = p/33 
T - temperature, K 
w = evaporation rate, kg/s 
x„ = streamwise jet hole 

spacing (x direction), m 

yn = 

In = 
zn = 

/* = 
V = 

p = 

span wise jet hole spac­
ing (y direction), m 
standoff spacing, = m 
dimensionless nozzle-to-
surface spacing = z„/d 
fluid viscosity, Pa s 
kinematic viscosity, 
m2/s 
density, kg/m3 

Subscripts 
amb 

c 

ev 
L 

sat,ey 

T 
y,amb 

= ambient condition 
= convective transfer rate 

or coefficient 
= evaporating water 
= evaporative losses 
= saturation pressure at 

evaporating water tem­
perature 

= total mass transfer 
= ambient water vapor 

partial pressure 
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originating at the water surface. Next, the pertinent temper­
ature readings and ambient pressure were recorded. 

At the beginning of the evaporation rate measurement, the 
mass of the feed vessel and contents were recorded as well as 
the evaporating water surface temperature. For the initial and 
final readings; the thermocouple probe was traversed radially, 
giving 6-20 values of Teu, depending on the diameter of the 
cylindrical vessel. For the rectangular vessel, 20 temperature 
readings were standard. Typically, Teu varied by no more than 
±0.2°C during an experiment. The feed vessel mass and Tev 

were obtained every 10 or 20 minutes depending on the Re 
value being tested. Total time for a test trial was about 60 
minutes, but somewhat longer for low Re and large Z„. The 
mass of water evaporated varied between 2 and 60 g depending, 
of course, on the test conditions. At the end of a test run, 
humidity of the impinging jet as well as all temperatures and 
pressures were recorded again. During an experiment, relative 
humidity varied by no more than a few percent. 

There are several comments. First, the maximum attainable 
Re was the value beyond which there would be loss of water 
due to splashing from the free surface. Conversely, the lower 
Re limit was determined by the ability to meter small air flow 
rates accurately. Even at these relatively low flow rates, the 
water surface was characterized by small deformations. So, 
the physical state of the free water surface varied with geo­
metric and flow conditions. From visual observations, well-
shaped deformations were present for Re > 2000 and Re > 

150 for single and multiple jets, respectively. Hence, for most 
of the test results, Nu,„ data were acquired in the presence of 
varying degrees of surface deformations. 

Another comment relates to the range of standoff spacings 
tested with a cylindrical evaporation vessel. The condition was 
that the jet be wholly contained over a vessel at a given Z„. 
The extensive mean velocity data for the L/d = 5 nozzle 
(Trabold et al., 1985) were used to determine the applicable 
spacings. For instance, with the smallest D/d = 2.02 vessel, 
data were acquired up to Z„ = 6 for Re = 1300 since the jet 
periphery would have extended beyond the edges of the vessel 
for Z„ > 6. 

Data Reduction. The convective mass transfer rate was 
evaluated from the relation 

wc = kcAAP=wT-wL (1) 

where AP = Psat,ev ~ \̂>,amb and wT is the total measured 
evaporation rate obtained from the change in mass of water 
in the feed vessel over an elapsed time, with allowances for 
variation in water density and the cross-sectional areas of the 
evaporation and feed vessels. The density correction was nearly 
unity because the difference in water temperature between the 
evaporation and feed vessel was no more than a degree. Al­
though the loss term was determined experimentally, it was 
necessary to generalize the results in order to facilitate exper­
imentation as well as data reduction, notably because of the 
variation in both ambient and test conditions. In this regard, 
the extensive results of Sharpley and Boelter (1938) for evap­
oration into quiescent air were re-analyzed; these together with 
the losses determined experimentally from the present study 
were closely approximated by the relations 

- 7 = 1 . 0 0 9 x l 0 ~ 5 ; 
A 

for 405.3 <AP<891 .7Pa (2) 

— = [ - 1.951 +0.00332AP] x 10"5; 
A 

for 891.7 <AP<4053 Pa (3) 

For most test trials, wL was evaluated from equation (2). The 
exceptions occurred for some trials with high Re. Expressed 
as percentages, wL ranged from 1.8 to 16.0 percent and 3 to 
32 percent of wT for single and multiple jets, respectively. In 
general, the lower percentages were applicable to high Re while 
the larger corrections were encountered with low Re. 

The mass transfer Nusselt numbers were calculated from the 
relation 

N u > ^ (4) 
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where k' = kc (MWa/MWw) Pamb . The moist air density is 
the average of the values at the nozzle exit and the evaporation 
surface. The diffusion coefficient was calculated from the em­
pirical correlation of Spalding (1946) for several reasons. First, 
it is based solely on air-water experimental data; second, the 
effect of temperature and pressure are correctly represented 
with no dependence on mixture composition. Finally, it has 
been verified experimentally (see, for example, Mason and 
Monchick, 1962). Additional details on all aspects of the pres­
entation in this section are given by Trabold (1989). 

During the course of these experiments, about 284 and 144 
test runs were made with single and multiple jets, respectively. 
Of these, about 8 and 20 percent, respectively, were replicate 
trials with single and multiple jets. For the former, the vari­
ations about the mean values ranged from 6 to 10 percent while 
those for the latter were between 4 and 12 percent. 

3 Results and Discussion 

It is emphasized at the outset that the water and air tem­
peratures were 15-21 °C and 19-27°C, respectively. In general, 
the differences between the steady-state temperature of the 
evaporating water at the onset of a test run and that of the 
jet just before impingement were between 3 and 6°C. Also, 
for the air-water system, the Schmidt number (Sc) is about 
0.6, and a 1/3 power dependence on Sc was assumed for the 
data analysis. 

3.1 Single Jets. Typical effects of Re are shown in Figs. 
2 and 3 where, in each case, Nu„, Sc"1 / 3 is plotted against Re. 
The first figure givesjesults obtained with d = 26.1 mm, 2.02 
< D/d < 5.66, at Z„ = 4, while the second shows the effect 
of nearly halving the nozzle diameter which, in turn, amounts 
to almost doubling the D/d value. The variation of the Re 
exponent (m) with D/d is presented in Fig. 4. The exponents 
on Re that are quoted on Figs. 2 and 3 were determined from 
regression analysis, and these are for the smallest and largest 
D/d in a figure. For the latter, regression was carried out using 
data for Re > 2000, while exponents on Re for the smallest 
D/d were established using all Re data for the particular 
D/d ratio. Given the generally expected dependence of the 
Reynolds number exponent on the Re range tested, these are 
approximations that are intended to illustrate the magnitudes 
of their variation with D/d. 

In general, the results indicate a steady decrease in Num with 
increasing diameter ratio (D/d), in agreement with nearly all 
of the available literature for impingement heat and mass trans­
fer. This consistent effect of D/d is a direct consequence of 
the variation in local heat or mass transfer coefficient, which 
is usually observed when moving from the stagnation point 
outward in the radial direction. For a given Z„ and Re, note 
that a typical profile for local heat/mass transfer coefficient 
for solid surface impingement is characterized by values that 
are largest over the central impingement region. The local 
coefficients decrease with increasing radial distance away from 
the impingement zone. Since the average mass transfer coef­
ficient is essentially the area-integrated value of the local coef­
ficients, a smaller averaging area must yield higher results. 

Another observation is that the exponent on Re initially 
increases with D/d. This is consistent with the available local 
heat transfer data (Murray and Patten, 1978). For relative 
radial locations r/d < 0.75 and 3000 < Re < 20000, their 
nondimensional heat transfer coefficient was proportional to 
Re'", where m = 0.5. This result is expected due to the existence 
of a laminar boundary layer in the immediate vicinity of the 
stagnation point. However, for 1.5 < r/d < 3.5, which in­
cludes transition and turbulent boundary regions, the m values 
were 0.5 and 0.8 for 3000 < Re < 8000 and 8000 < Re < 
20000, respectively. 

In Fig. 4, m is plotted againstJ9/G?. Each m value is the 
average of the results obtained at Z„ = 2 and 4 with d = 12.5 
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Fig.5 Variation of NumSc"3 with D/d at Z„ = A and 8 

or 26.1 mm. The variations about the mean values, the result 
of the moderate dependence on Z„, are clearly indicated in this 
figure. The profile for m exhibits a maximum around D/d = 
5, beyond which it decreases to approach nearly a constant 
value of 0.6 for D/d > 8. The existence of a peak value for 
m is a natural consequence of the fact that the radial velocity 
close to an impingement surface increases with radial distance, 
passes through a maximum between r = 1.2d and r = 3d 
depending on the Z„, and then falls off gradually with in­
creasing radial distance (Hrycak et al., 1970). As the averaging 
area encompasses more and more of the high-velocity zone, 
m increases steadily and attains its maximum value when the 
high velocity zone is wholly contained within the averaging 
area. The fact that m falls off with D/d is also consistent with 
the general behavior of the radial velocity. It is also of interest 
to note that for impingement mass transfer from a solid surface 
to a single jet, Chin and Tsang (1978) observed that average 
Sherwood numbers vary as Re for D/d = 6 and the same 
range of Re as encountered in the present experiments. 

Consistent with the heat transfer trends noted earlier, the 
average mass transfer data indicate a distinct change in slope 
of a typical NumSc1/3 versus Re profile and this occurs in the 
2000 < Re ^ 4 0 0 0 range for nearly all values of D/d. For 
example, at Z„ = 2 and D/d = 2.02, a break in the Nu„, 
versus Re profile was observed at Re ~ 2300 with only slight 
increase in NumSc1/3 up to Re = 4000. Beyond this transition 
region, another linear segment extended up to Re « 10,000. 
Vestiges of this break are also in evidence on Figs. 2 and 3. 
This observation is in line with the results of Chin and Tsang 
(1978) who, for mass transfer experiments (electrochemical 
technique) with D/d = 1 and Z„ = 1, observed inflection 
points at about the same Re as noted above for D/d = 2.02. 

For nearly the same D/d, the effect of nozzle diameter is 
established from comparison of the D/d = 4.06 and 5.66 
results of Fig. 2 with those on Fig. 3 for D/d = 4.22 and 5.18, 
respectively. The conclusion is that the jet hole opening is 
unimportant when the data are reduced in terms of Num and 
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Re, a fact that was established for all Z„. However, since the 
diameter and depth of the liquid surface depression increases 
with increasing nozzle exit momentum, K = m/pA (Banks 
and Chandrasekhara, 1963), and since the downstream simi­
larity of jets of comparable nozzle design occurs so long as K 
remains constant, the effect of d should probably be evaluated 
by plotting Num against the blower power per unit transfer 
area. The results of such calculations, which are documented 
by Trabold (1989), favor the conclusion that Num increases 
with increasing d for a given blower power per unit area. For 
a given m, since doubling d results in fourfold decrease in 
average velocity and jet momentum at the nozzle exit, the same 
Num is obtained with a reduced power rating. 

Figure 5 shows typical variations of NumSc1/3 with D/d for 
Z„ = 4 and 8. The exponents on D/d, determined via a log­
arithmic best fit technique, are given in this figure for D/d > 
4.0. For 2 < Z„ < 10, only small variations in NumSc1/3 were 
observed over the range 2.02 > D/d < 3.16 for any Re. This 
is, of course, consistent with the observation that in the neigh­
borhood of the stagnation point for a single impinging jet, 
there is weak dependence of local heat/mass transfer coeffi­
cient on radial position over the range 0.2 < D/d < 2. The 
presence of a maximum in the range of D/d between 2 and 3 
is suggested by some of the results, but the evidence is not 
conclusive. 

For D/d > 4.08, the decrease in Num with increasing target 
surface sizejs substantial, and this general trend prevails for 
all Re and Z„. The exponent on D/d decreases with increasing 
Z„ for given Re, paralleling the trend observed by Banks and 
Chandrasekhara (1963) for water surface cavity depth. For 
impingement heat/mass transfer from solid surfaces, previous 
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studies give values between -0.3 and -0.5 for the exponent 
on D/d (Obot et al., 1980). Hence, there is greater sensitivity 
of Nu„, to D/d for liquid than solid surface impingement. This 
is largely the result of the existence of a wavy surface structure, 
which favors mass transfer over the central impingement re-
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gion. Since the size of this active region is fixed for a given 
nozzle diameter and Z„ and since the mass transfer rate in this 
region is independent of the vessel diameter, the effect of 
varying the averaging area is_to lower the transfer coefficient 
markedly. With increasing Z„ both the size of the active zone 
and the mass transfer rate increase, and the dependence on 
D/d also decreases to approach that for heat/mass transfer 
from a solid surface, the entire transfer area of which is almost 
always active. 

With regard to the effects of Z„ on Num, these were small 
and, hence, are not illustrated graphically. The magnitudes of 
the effect are reflected in the correlations given later in Section 
5. It may be noted that, for a comparable Z„ range (i.e., 5 < 
Z„ < 10), the trends with increasing Z„ for D/d> 4 are qual­
itatively in agreement with the results of Sparrow et al. (1986). 

3.2 Multiple Jets. The multiple jet results were obtained 
in the presence of minimum crossflow, that is, for the situation 
where the spent air flows freely away from the target surface. 
Given the well-known effects of crossflow on impingement 
heat/mass transfer from solid surfaces (Obot and Trabold, 
1987), its influence on evaporation rates may be significant, 
especially since the presence of crossflow may lead to early 
saturation of the evaporation chamber. For this reason, the 
results of this study may not be applicable to situations where 
the air flow is allowed to exit through two opposite sides or 
one side of a rectangular impingement surface. 

The effects of Reynolds number on NumSc1/3 are presented 
differently on Figs. 6-8. For the upper and lower plots of Fig. 
6, NuOTSc1/3 is plotted against Re and the exponents on Re 
quoted thereon are based on regression analysis using data for 
Re > 210. For Fig. 7, the characteristic length in the definitions 
of Reynolds and Nusselt number is y„, while Fig. 8 gives plots 
of NumSc1/3 versus Re, where Re = Re x AfQ.e., Reynolds 
number based on the mass flow rate per unit mass transfer 
area). The presentation format parallels that for heat transfer 
data (Obot and Trabold, 1987). Although the Re range covered 
in the mass transfer experiments is much lower than for the 
heat transfer results of that paper, Figs. 6-8 should afford 
qualitative comparison of heat and mass transfer trends. 

To begin discussion of these results attention is drawn to 
Fig. 6. Although it was not possible to extend measurements 
below Re < 300 with Af = 0.0098 (NT = 48) or 0.0196 (NT 
= 90), data were obtained for Reynolds numbers as low as 
about 50 with Af = 0.0352 (.Wr_^_180). For any of the five 
Z„ tested, a definite increase in NumSc1/3 was observed with 
increasing Af at any given Re. This observation, which is in 
agreement with published heat transfer results, requires no 
elaboration beyond noting that this is a direct consequence of 
maintaining about the same pressure drop across the nozzle 
plates with varying flow rate. 

The results show that, even for the relatively low Re range 
of these figures, some of the exponents on Re are either about 
the same or higher than those deduced from heat transfer data 
for 1000 < Re < 21,000 (Obot and Trabold, 1987). Also, it 
is evident from comparisons between the single jet results and 
those on Fig. 6 that the m values associated with the latter are 
significantly higher than the mean single jet value of 0.534 for 
500 < Re < 2000. This is readily explained. A single jet gives 
rise to a single cavity on the liquid surface, the relative size of 
which is almost fixed for a given Z„. By contrast, for any 
particular array of jets, the number of cavities is the same as 
the number of jets in the array. Due to interactions of the 
liquid-air layers between adjacent nozzles, a wavy surface 
structure exists, the overall effect of which is similar to that 
of surface roughness (Trabold and Obot, 1987). The interfacial 
area available for mass transfer is markedly increased and this 
gives rise to a stronger dependence of transfer coefficients on 
Re. 

Indirect support for this explanation as well as the effects 

of flow velocity comes from the work of Gilliland and Sher­
wood (1934). They found that, for vaporization of thin films 
of nine different liquids into air in a wetted-wall column, the 
dimensionless mass transfer coefficient varied as the 0.83 power 
of the Reynolds number over the entire 2000-25,000 Re range. 
This situation is one in which liquid falling films flow down 
the inside surface of the tube, while the gas (air) flows upward. 
Under these conditions, the characteristic features of the liquid 
surface are rippling and wave formation, not much different 
from the general picture given above for multiple jet impinge­
ment on a liquid surface. The transfer mechanisms associated 
with multiple jet impingement seem to be similar to those for 
liquid falling films. 

A search of the literature revealed only three relevant heat 
transfer studies for the low Re range. The most recent one 
(Andrews et al., 1987) covered a wide Re range. Using the five 
data points of that study (Z„ = 4.5, 300 < Re < 2000, and 
Af = 0.0086), it was established that Nu <x Re'" where m = 
0.771, a value that is not markedly different from those on 
Fig. 6. The second study (Novikov and Malenko, 1980) con­
sidered the rather narrow, Re = 3.8-18.9 range. Their results 
indicated that heat transfer coefficient varied as the 0.55 power 
of Re. This value is lower than those obtained in the present 
study for 40 < Re < 200. According to Lyman (1965), heat 
and mass transfer coefficients, averaged over roughly the same 
transfer area with identical nozzle geometries, vary as the 0.644 
and 0.776 power of the jet velocity, respectively. From the 
results of Lyman, Andrews et al., and those of this study, it 
appears that the differences in the Re exponent between heat 
and mass transfer coefficients are small. 

Another observation, one that derives from a study of the 
Af = 0.0352 results, is that there is a sudden break in the 
NumSc1/3 versus Re profile somewhere between Re = 200 and 
300. Expressed as the jet hole average velocity, this range is 
between 1.0 and 1.5 m/s. It was already remarked that, based 
on visual observations, Re > 150 marked the onset of a pro­
nounced wavy surface. The discontinuity in the NuOTSc1/3 ver­
sus Re profile is a reflection of the change from moderate to 
significant surface deformations. For single jets, it was noted 
that a similar break in the mass transfer profile occurred be­
tween Re = 2000 and 4000, i.e., between 1.2 and 2.4 m/s with 
d = 26.1 mm. So, the range of exit velocity that brings about 
this change in the mass transfer profile is about the same for 
both single and multiple jets, but the nozzle exit momentum 
for the former is much greater than that of an individual jet 
in an array. On the other hand, the total momentum for 
Af = 0.0352 is nearly double that for the d = 26.1 mm single 
jet. Hence, the cumulative effect on surface deformation is 
always more pronounced with multiple than with single isolated 
jets, in support of the stronger dependence of mass transfer 
coefficient on Re for multiple jets. 

In Obot and Trabold (1987), the advantage of having a 
greater number of jets over a given target area was examined 
by plotting Nu,, versus Re r It was shown that all minimum 
and maximum crossflow data for Af = 0.0098 and 0.0196 at 
Z„ = 4 were adequately represented by a single regression line. 
That such a degree of concurrence is not realized in the cor­
responding treatment of mass transfer data is illustrated in 
Fig. 7, which also shows the break in theAf = 0.0352 profiles. 
The general trend is one of increasing NumSc1/3 with open area. 
The conclusion is that the mass transfer coefficient increases 
with the number of jets in an array over a target surface. 
However, as with the use of the conventional Re (Fig. 6), this 
advantage of open area is a consequence of maintaining about 
the same pressure drop across the nozzle plate with varying 
air flow rate. 

On Fig. 8, which givesjmother treatment of the mass transfer 
data, the exponents on Re were obtained using all data for a 
comparable Re range at a given Z„, excluding the Af = 0.0352 
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data for Re < 10, which belong to a separate regime. This 
approach provides the basis for the comparison of the transfer 
performance of nozzle plates of varying open areas by using 
coolant flow rate per unit transfer area. However, as with Re 
or Re^, for a given Re, the air mass flow rate varies with changes 
in A/ when d is held fixed. Although the previous heat transfer 
results indicated better performance per unit surface area for 
the least densely spaced nozzle configuration, with lower but 
nearly coincident results for Aj = 0.0196 and 0.0352, Fig. 8 
shows that the results at each Z„ are closely approximated with 
a single straight Jine. This figure also highlights the lack of 
strong effect of Z„ on the Reynolds number exponent. For 2 
< Z„ < 12 and based on plots of Num versus Re, the average 
value for this exponent is 0.759 ± 0.031. 

For mass transfer, it js_ demonstrated that plots of 
NumSc1/3 versus Re, Re ,̂, or Re modify the conclusions reached 
for heat transfer. It is, therefore, instructive to bring the dis­
cussion of the effects of jet velocity and open area to a logical 
conclusion, insofar as the advantage of having a greater 
number of jet holes is concerned, by considering plots of 
NuOTSc~1/3 versus E, typical results of which are given on Fig. 
9 for Z~n = 4 and 8. Similar trends were obtained at Z„ = 2, 
6, and 12. The solid line on each plot represents a logarithmic 
best fit through the Af = 0.0098 data. From our previous 
results for heat transfer, the Af = 0.0352 data at Z„ = 4 were 
approximately 40 percent higher than for Af = 0.0098 over 
the range 0.4 < E < 40 watts. By contrast, Fig. 9 illustrates 
greater improvement in transfer coefficient for the case of 
evaporation. The large increases in mass transfer are due to 
the monotonic decrease of the nozzle plate pressure drop as 
well as the increase in the number of cavities with A/. 
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Table 1 Summary of correlations 

Single Jets 

Nu^ = 0.984Re0534Sc1/3T„ OA55(D/d) -°AM (5) 

for 500 < Re < 2000,4.22 < D/d < 11.82, and 2 s ~Z„ < 10 

Nu^= l . O R e ^ S c ^ O V d r ' ^ Z / (6) 

n = -0.381 + 0.041 (D/d) - 7.34 x 10"4(Z)/rf)2 (7) 

for2000<Re< 15,000,4.60 < D/d < 11.82and2 < ~Z„ < 10 

Multiple Jets 

Nu^ = 0.646 Sc1/3 Re0755 ~Z„"A?-™ (8) 

n = MM A}- 5.805/1/- 0.0284 (9) 

for210 < Re < 2300, 2 <Z~„ < 12, and0.0098 < Af < 0.0352. 

' From the alternative representations of the mass transfer 
data (Figs. 6-9) and the similar treatment of heat transfer (Obot 
and Trabold, 1987), it is established that conclusions derived 
from heat transfer measurements may not, in general, be ex­
tended to mass transfer coefficients for evaporation from a 
free liquid surface. In fact, even when profiles for both heat 
and mass transfer coefficient exhibit the same general features, 
it is established that the magnitudes of the effects of Reynolds 
number, open area, or standoff spacing on the transfer coef­
ficients can be markedly different. 
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Finally, the effect of Z„ on Nu„, is briefly discussed. Al­
though the original work contained graphic illustrations of the 
influence of Z„ (Trabold, 1989), none is given in this paper 
due to space limitations and the fact that the influence of Z„ 
is, as can be inferred from Figs. 6-8, small for 2 < Z„ < 12. 
For any Re or Af, the general feature was one of gradual 
decrease of NumSc1/3 with Z„. The magnitudes of the effect 
of Z„ were smaller than those established for heat transfer. 
Another distinction between heat and mass_transfer results 
relates to the nature of the variation with Z„ for the most 
compact array (Af = 0.0352, NT = 180). Whereas Yn = 4 
afforded a maximum in average heat transfer coefficient, a 
typical NumSc1/3 versus Z„ profile exhibited no maximum. 

4 Comparison With Available Data 
For single jets, comparison of the present results with those 

of Sparrow et al. (1986) is provided in Fig. 10 for several Z„ 
and D/d and Sc = 0.6. The small differences are explained 
by the residual effects of nozzle geometry and D/d. In con­
nection with the influence of nozzle geometry, note that al­
though a jet generated with the L/d = 5 sharp-edged inlet 
nozzle possesses about the same exit mean velocity profile as 
that with L/d = 50, the former is characterized by nozzle exit 
turbulence intensities that are significantly higher than those 
for L/d = 50 (Obot et al., 1979). 

For multiple jets, it is clear from the discussion in the in­
troductory section that the work by Lyman (1965) is similar 
to the present study. Since the felt mat of that study was 
completely saturated with water during a test run, it is rea­
sonable to suppose that Lyman's test conditions were analo­
gous to evaporation from the pool of water of the present 
situation. To effect direct comparison of the two sets of data, 
and in the absence of Lyman's data for surface and nozzle 
temperatures, a linear variation of water temperature with 
nozzle exit temperature was assumed. For the Af = 0.0098 or 
0.0352andZ„ = 4 or 8 trials of Trabold (1989), a 30° C increase 
in nozzle exit temperature resulted in a 12°C change in water 
temperature. Hence, for an exit temperature of 90°C, a rough 
estimate of Lyman's value for air heated with a steam jacket, 
the water temperature would be around 42°C. Since the results 
of that study were presented in dimensional form, the latter 
temperature value was used for the evaluation of the physical 
properties. A comparison of the two sets of data is shown in 
Fig. 11. Since Lyman's tests covered the Re > 3000 range, the 
results of Z„ = 3 and 6 are almost perfectly on the extrapolated 
regression lines for the present data, with a slight departure 
at Z„ = 12. Given the magnitudes of the effects of Af and NT 
(Fig. 6), the outcome of the comparison is consistent with 
expectations. 

5 Correlation of Mass Transfer Data 
The predictive equations developed using the present data 

are summarized in Table 1. For single jets, equations (5) and 
(6) predicted 85 percent of the data points to within ±20 
percent. Although the correlations were based on the data 
obtained with the L/d = 5 sharp-edged inlet nozzles, the fact 
that differences in measured Nu,„ values between L/d = 5 and 
the relatively short L/d = 0.5 nozzle of comparable inlet 
geometry were no more than ±20 percent for 2000 < Re < 
15,000 suggests that the predictive equations can be used for 
L/d > 0.5. Comparison of the present results with those of 
Sparrow et al. (1986) tends to support this view. However, for 
Re < 2000, these correlations are not recommended for other 
nozzle geometries because the combined effects of nozzle ge­
ometry and Re are significant (Trabold, 1989). 

For multiple jets, there were two options: the use of Rej, in 
which a separate dependence on Af probably will not occur, 
or the use of the conventional Re based on d. The latter is 

adopted to permit comparison with the results for impingement 
heat transfer. Although the Re exponent varied somewhat with 
Af and Z„ (Figs. 6-8), the variations were such that a single 
value was sufficiently accurate for _the present purpose. In 
contrast to the pronounced effect of Z„ with increasing Af for 
the smooth surface heat transfer (Obot and Trabold, 1987), 
the influence of Z„ for Af = 0.0352 is intermediate between 
those for the other two_open areas. This relatively weak de­
pendence of Num on Z„ for the most compact jet hole ar­
rangement is most likely due tothe effects of roughness, which 
are sustained over the entire Z„ range. The 0.72 power on Af 
is not significantly different from the value of 0.82 deduced 
from the smooth surface heat transfer data for minimum cross-
flow. Equations (8) and (9), which are applicable for the min­
imum crossflow scheme, predicted about 90 percent of the 
large number of data points to within ±15 percent of the 
experimentally determined values (Trabold, 1989). 

6 Concluding Remarks 
An extensive investigation was made to determine the effects 

of jet Reynolds number and geometric parameters on evap­
oration rates from free water surfaces exposed to normally 
impinging single and multiple unheated air jets. 

For single jets, the mass transfer Nusselt number is pro­
portional to Rem, where m is between 0.5 and 0.6 for 500 < 
Re < 2000 and about 0.7 for 2000 < Re < 15,000. At Z„ = 
2 and 4, the exponent on Re attains a maximum value around 
D/d = 5 and then drops off with increasing D/d to approach 
a nearly constant value of 0.6 for D/d > 8. There is little 
effect of D/d for D/d < 4, but Num decreases markedly with 
increasing D/d for D/d > 4, and the magnitudes of this effect 
are more pronounced than for impingement heat/mass transfer 
from solid surfaces. In general, there are minimal effects of 
standoff spacing on mass transfer coefficient. 

For multiple jets, NuOT increases monotonically with nozzle 
open area for a given Re, reflecting the effect of maintaining 
about the same pressure drop across the nozzle plates with 
varying air flow rates. However, for a fixed air mass flow rate, 
Num decreases with increasing Af, due to the reductions in 
velocities at the nozzle exit and at impingement. For the 40 < 
Re < 2500 range, Num oc Re"1, where m varies between 0.6 
and 0.98 depending on Af, Z„, and the Re range. In terms of 
the blower power, Num increases with increasing NT for a given 
E and Z„, an indication that it is beneficial to have a greater 
number of jet holes over a given target area. 
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Heat Transfer With Vaporization of 
a Liquid by Direct Contact in 
Another Immiscible Liquid: 
Experimental and Numerical Study 
An experimental setup was designed to study direct-contact evaporators using a 
liquid dispersed in another immiscible liquid. The study was carried out on an 
n-pentane-water system to determine the influence of different parameters on these 
systems, and consequently to construct a model for this type of evaporator. An 
optical probe was used to measure the local void fraction. At different column 
abscissas along a selected diameter, the local void fraction variations were deter­
mined. The shape of the curves can be attributed to the different processes occurring 
in the spray column. A one-dimensional heat transfer model in the spray column 
was established. Simplifying assumptions were used to establish and resolve the set 
of equations governing heat transfer and two-phase flow. The vaporization process 
induces a volumetric expansion of the two-phase mixture. A theoretical model was 
used, in which the coalescence between the spherical fluid particles is taken into 
account. Different coalescence laws dependent on particle density were introduced 
into the theoretical model and then tested. The numerical results are discussed and 
compared with the experimental data obtained for the n-pentane-water system. 

1 Introduction 
Direct-contact heat exchangers operate by injecting a sub­

stance A (dispersed phase) into a still or flowing fluid B (con­
tinuous phase). These heat exchangers offer considerable 
advantages over conventional wall-type exchangers. The ab­
sence of an exchange wall leaves the system free of wall-related 
problems such as fouling, scaling, and corrosion. The large 
exchange surface improves thermal performance. However, 
direct-contact heat exchangers do impose some restrictions 
(e.g., the substances in contact should be immiscible and chem­
ically inert) that have limited the development of such ex­
changers. One such system causes a liquid to be vaporized into 
another immiscible liquid. These systems are used in geo-
thermal energy applications in which the continuous phase is 
generally dirty and corrosive, and they are especially suitable 
for recovering low and intermediate level thermal waste. 

Experimental thermal loops have been used to exploit in­
termediate level geothermal energy (Arkansas and East Mesa). 
Certain authors have pointed out that phase entrainment and 
two-phase flow problems have not yet been solved. Studies are 
underway to develop this type of thermal process as it elimi­
nates the fouling and scaling problems found in the conven­
tional wall-type heat exchangers (Boehm and Kreith, 1986; 
Jacobs, 1988). The widespread use of direct-contact processes 
in industry provides a considerable incentive for continued 
experimental as well as theoretical research. Numerous authors 
have shown interest in the phenomena occurring in these ex­
changers (Kreith and Boehm, 1988). 

The two-phase flow observed in the vaporization process of 
multidroplets into another immiscible liquid took the form of 
independent and/or agglomerated droplets. Simple two-phase 
flow (uniform flow) or flow with recirculation were observed, 
depending on the inlet parameters and the properties of the 
fluids in use. 

In the first model proposed by Battya et al. (1983), only the 
latent heat of vaporization was exchanged; dynamic effects 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 7, 
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were not taken into account. The velocity of the two-phase 
drop was assumed to be constant. This simplified model was 
designed to describe the continuous temperature profile, but 
it cannot be used to describe accurately the thermal and hy-
drodynamic variables in the column given the numerous sim­
plifying assumptions in this model. 

Mermet (1986) studied the water-gilotherm system in which 
the water droplets vaporize while moving downward. In his 
model it is assumed that vapor, after its formation, is separated 
from the droplets and that it rises countercurrently to the 
continuous phase. In numerical simulation, Mermet studied 
only the latent heat of water vaporization. The drops and 
bubbles were assumed to remain at their terminal velocity 
throughout the column. 

Coban and Boehm (1986) studied local heat transfer in the 
n-pentane-water system using a large industrial-type column. 
The coalescence effect, which is capable of modifying the en­
ergy equation of the vaporization zone, was not taken into 
account. 

The continuous variations of temperature of each phase and 
of the void fraction, which is dependent on the distance from 
the nozzle, are due to the vaporization, which also induces a 
variation of the two-phase drop velocity. The boiling process 
leads to an expansion in the volume of the two-phase mixture. 
A model in which the "coalescence" effect among the drops 
(or bubbles) was not taken into account gave a calculated two-
phase exchange length that was much higher than those ob­
served in experiments (Tadrist et al., 1987). The discrepancy 
between experimental and theoretical results becomes greater 
as the dispersed-phase flow rate increases. This is attributed 
to the effect of coalescence on the hydrodynamic and thermal 
state in the spray column. 

As previously noticed, coalescence effects must be taken into 
consideration to achieve a realistic model of the two-phase 
flow and heat transfer in the spray column. To our knowledge, 
there is no mathematical formulation capable of establishing 
a coalescence law and of taking into account the different 
effects found in our system or in similar systems. 

This paper deals with the experimental results and the mod­
eling of moving drops that vaporize in immiscible liquid. The 
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Fig. 2 Example of the Injected drop size distribution obtained with a
37·hole injector of 1 mm diameter, Ytd = 8.06 cm'/s, .Jc = 83.33 cm'/s,
Lc = 20 em. There are 301 samples in this case. The average radius of
the drops Is 1.1 mm with a standard deviation of 0.15 mm.

umn with two stainless steel bridles. The internal diameter of
the column was 100 mm and its length 1000 mm. The upper
bridle was used to hold the inlet of the continuous phase and
the outlet of the dispersed phase. The continuous phase was
discharged through the lower bridle and the dispersed phase
was injected through the same bridle. The fluids flowed coun­
tercurrently.

A pyrex jacket surrounding the spray column was used to
ensure. thermal insulation, obtained either by circulating hot
water III the annular zone, or by maintaining a vacuum in this
zone. The second solution is preferable as it is more efficient
and easier to implement. Nevertheless, some heat loss was
observed when working temperatures exceeded 60 c C, though
the loss did not exceed 15 percent of the total exchanged power.

A multiple-hole nozzle was used, consisting of a circular
nozzle with 37 regularly distributed 1 mm holes. Special care
was taken in manufacturing the injector so as to minimize the
inlet effects, with particular care to eliminate hole defects.

The method used to determine the drop size distribution
consisted in measuring the diameter of the drop on photo­
graphs of the injection zone. Figure 1 shows an example of
the dispersed phase in the injection zone and Fig. 2 shows a
histogram of the drop in the same regime derived from several
photographs. In all the working conditions studied here the
mean diameter of the drops was constant, or 2.2 mm ~ 0.2
mm.

The mean void fraction in the spray column can be expressed
as

objective of the present study is to establish a heat transfer
model for a dispersed phase that vaporizes in a spray column.

To conduct this study, an experimental analysis of direct
contact evaporation is carried out to determine the system's
behavior. A parametric study is carried out, and a one-di­
mensional heat transfer model is established for the exchange
column. A set of equations governing the heat transfer and
the two-phase flow are proposed and then solved numerically
using simplifying assumptions. The equation system is not
closed and lacks a source term corresponding to the coalescence
of bubble-droplets. This source term is introduced as a simple
phenomenological law of coalescence in which the propor­
tionality constant is determined experimentally.

II Experimental Apparatus
The exchanger consisted of a vertical cylindrical Pyrex col-

Fig. 1 An example of droplets obtained by Injecting n·pentane into
water near nozzle zone

Nomenclature --------------------------------

h

column cross section
coalescence coefficient
drag coefficient
specific heat
gravitational acceleration
9.81 m/s2

superficial heat transfer coeffi­
cient
volumetric heat exchange coef­
ficient
Jakob number
continuous-phase length
two-phase exchange length
latent vaporization heat of dis­
persed phase

m
n

Nu
Pr
Q

R
Re
Ric

t
T
u
V
z

O!

mass of a fluid particle
particle density
Nusselt number
Prandtl number
heat flux between a particle and
the continuous phase
radius of drops or bubbles
Reynolds number = Jl.dDI Pc

spray column radius
time
temperature
velocity
volume
abscissa
void fraction

tJ.T = temperature difference
p = density
if; = volumetric flow rate

Subscripts

b low signal
c continuous phase
d dispersed phase
e inlet
h high signal
I liquid
s outlet

sat saturation
v vapor
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a (%) 

Fig. 3 Variation of Ihe void fraction of the dispersed phase as a function 
of distance from column centerline and various height. <pc = 39.72 
cm3/s, r„, = 17.9°C, Tc, = 46.2°C, fd = 4.44 cm3/s, Lc = 40 cm. The 
relative errors are 3 percent, and are represented by error bars on the 
highest and lowest curves. 

RcrLd 2 rcr ra(r, z)dr dz 

In the steady state, the average void fraction is also defined 
as the ratio of dispersed-phase volume V to the total volume 
V and for a cylindrical spray column, the mean void fraction 
is thus 

CL — 
LA — L,. 

(1) 

the second is related to the probe's response time. In all ex­
periments, we made sure that the high and low levels, indicating 
the presence of either pentane vapor or of liquid on the probe, 
were not modified. When these levels were found to be mod­
ified, the probe was dipped in a solvent, then soaked in hy­
drochloric acid for several minutes. This insures that the 
nominal characteristics of the probe are respected and thus 
that the sensitivity remains constant for all experiments. 

With this system, the probe had a response time of several 
microseconds. We analyzed the influence of this response time 
on the precision of the void fraction by varying the value of 
the threshold voltage between the voltage limits that corre­
spond to the presence or absence of either of the phases. The 
experimental results indicate that the measurement error for 
the void fraction did not exceed 12 percent of the measured 
value in extreme conditions. The threshold voltage in our work­
ing conditions was the median between the high and low volt­
ages. In this case, the void is measured with a precision of ± 
6 percent. 

The measurement of void fraction, as a function of height, 
at the center and at the edge of the column, showed a non­
uniform distribution at the cross section (Fig. 3). 

9 In the liquid-liquid zone, the void fraction could not be 
measured with our probe because the index difference 
between the two fluids was too small (less than 1.5 per­
cent). 

9 In the second zone, this quantity increases slightly but 
varies within the cross section. 

• In the third zone, the void fraction increases rapidly due 
to the accumulation of vapor bubbles. 

9 In the last zone, near the interface, the local void fraction 
is very difficult to determine correctly since the interface 
is greatly disturbed and the measured values have no real 
signification. 

With a direct-contact exchanger using vaporization, certain 
conditions can lead to considerable superheating of the drop­
lets. Consequently, the vaporization of these droplets can be 
explosive. In our study, the droplets vaporized at low superheat 
temperatures. With extremely low superheat conditions 
(Tc- TV<5°C), the exchanger works irregularly. Smith et al. 
(1982) also observed limit conditions for superheating, below 
which the vaporization of the cyclopentane in water becomes 
erratic. 

An optical probe is used to measure the local void fraction. 
This probe contains an optical fiber 0.1 mm in diameter with 
tapered and rounded ends. An infrared laser emits a beam, 
which propagates along the fiber and is reflected at its end. 
The intensity of the reflected light is a function of the reflective 
index of the medium in contact with the fiber ends. The device 
can therefore detect the bubbles touching the probe. 

The detection circuit gives a high or low signal depending 
on whether the probe is in contact with the dispersed phase or 
the continuous phase. Measurement of high-signal (th) and 
low-signal (tb) durations gives the local void fraction 

a(r, z) = t„ 
h + h 

Measurement can be conducted either by using an integrator, 
giving the average void fraction for a fixed duration of 10 or 
100 s, or by working with a shorter time integration, recording 
continuously. The second technique is obviously more precise, 
because it allows the temporal stability of the void fraction to 
be verified. The measurement is easy to realize when the dif­
ference between the reflective index of the dispersed phase and 
that of the continuous phase is quite large. 

There are two different reasons for decreased measurement 
precision of the void fraction. The first is related to the probe's 
surface state, which can modify the high and low voltage levels; 

III Theoretical Model 

III.l Introduction. The experiments showed that the fol­
lowing zones exist in the column: 

9 a liquid-liquid zone; 
9 a liquid-vapor zone; 
8 a vapor accumulation zone, in the form of foam, near 

the continuous-phase inlet. 
This flow is observed when the difference between the tem­

peratures of the two phases is not excessive (i.e., in the con­
ditions of boiling without thermal shock), the injection 
velocities of the fluids are not excessive, and the density of the 
dispersed phase is lower than that of the continuous phase 
regardless of its state (liquid or gas). In the opposite case, the 
flow may be turbulent and is characterized by recirculation in 
the two-phase mixture. 

The behavior of heat transfer in the spray column needed 
to be understood; thus we developed a simplified model in 
which the essential parameters are considered to determine the 
local parameters characterizing the vaporization column. Fig­
ure 4 shows the scheme of this simplified physical model. The 
upper foam layer is not taken into consideration. In the fol­
lowing chapters, the simplification hypothesis and the devel­
opment of the model will be presented in detail. 
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Vaporizing Zone 
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Preheated Zone 
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Fig. 4 Scheme of the physical model 

Assumptions. The following assumptions were III.2 
made: 

1 The flow is steady and one-dimensional; 
2 The droplets, bubbles, and bubble-droplets are spherical; 
3 There are three distinct zones in the spray column: 

liquid (c.p.)-drop (d.p.) zone 
liquid (c.p.)-two-phase drop (d.p.) zone 
liquid (c.p.)-bubble (d.p.) zone; 

4 The particles are considered to be of the same size at a 
given height; 

5 The drops were injected at their limiting velocity; 
6 The system was assumed to be adiabatic; 
7 The wall effects were considered to be negligible; 
8 In zone 1, the coalescence effect was neglected. 

III.3 Equations. The particle density conservation equa­
tion for the dispersed phase and coalescence function is 

d 

dz 
(nud) = / ( « , d, . . .) (2) 

where/(«, d, . . . ) is the source term of the particle density. 
This term equals zero when the coalescence effect is excluded. 
In the opposite case, however, this term must be determined 
in order to solve the equation set. 

With this system, we used a law similar to the collisional 
laws in the kinetic theory of gas. The coalescence function is 
assumed to be proportional to the square of the fluid's particle 
density. The law is written as 

f(n)=-cn2 (3) 

The proportional constant c corresponds to the coalescence 
intensity of the fluid particles. It is related to the physical 
properties of the fluids and flow conditions. Given that no 
physical model is able to give an accurate evaluation of this 
constant, it is derived from the experimental data. 

Radovcich and Moissis (1962) calculated the collision fre­
quency using a simple model in which the bubbles are disposed 
in a cubic system moving at a randomly fluctuating velocity. 
They found that the collision frequency is a polynomial func­

tion of the void fraction and it becomes significant for a void 
fraction of greater than 20 percent. From this frequency law, 
the source term in equation (2) can be approximated as 

/ ( a ) = - X ( e x p ( C 1 a ) - l ) (4) 

where A and Cy are the coefficients indicating the coalescence 
intensity. 

Park and Blair (1975) observed that in an agitated tank only 
10 percent of the collisions led to coalescence. They concluded 
that the coalescence rate might be proportional to the turbu­
lence level, with the highest coalescence rate occurring near 
the agitator. The coalescence process can be affected by a large 
number of variables (surface area of impact, interfacial ten­
sion, vibration, impurities . . .), many of which are difficult 
to control. As there is no model to evaluate the coalescence 
function, simple phenomenological laws are considered: 

8 The mass conservation equation of the dispersed phase: 

— (ardud)=0 
dz 

(5) 

The mass conservation equation of the continuous phase: 

d 

dz 
l(l-a)rcuc] = 0 (6) 

• The momentum equation of a particle (Tadrist et al., 
1987): 

1 \ „dud 3 duc 1 dV 
Pd+2PjUdVlz~ + 2P^V-dz' + 2PcUAU^Ud)^ 

-<J>c-PdWg + -irpcR
2{uc+ud)

1Cd=0 (7) 

8 The momentum equation of the continuous phase. 
In principle, the momentum equation for the continuous 

phase must be resolved to determine the velocity field. Thus 
the interactions between the phases must be known for this 
type of two-phase flow. However, these terms can be deter­
mined neither from theoretical analysis nor from current ex­
perimental methods. Consequently, the momentum equation 
of the continuous phase cannot be solved, and it is assumed 
that the edge effect and the dispersed-phase effect are negligible 
in this problem and that the continuous phase velocity is uni­
form. The velocity is then found using the conservation equa­
tion of the continuous phase (equation (6)). 

8 The energy equation of the dispersed phase: 
-In zone 1 and 3 the energy equilibrium is 

dTd 
PdCpdiu^ — = n4irR h(Tc-Td) 

dz 
(8) 

-In zone 2, the drops vaporize as they rise. It is supposed 
that the vapor part is always attached to its liquid part. This 
hypothesis is verified in the «-pentane-water system. 

The energy equation can be written as follows (Sun, 1989): 

dz \ udS 
Pl-Pv 

PiPvLvud 
nQ 

8 The energy equation of the continuous phase: 

dTr 

(9) 

(10) PcCPc uc(l-nVd)— = nQ 
dz 

III.4 Heat Exchange and Drag Coefficients 

Heat Exchange Coefficients. To complete the set of equa­
tions it is necessary to determine the heat exchange coefficient 
between the two fluids and the drag coefficient of the particles. 
Correlations have been proposed, most of which are derived 
from the experimental results. The total heat exchange coef­
ficient can be expressed by the following relation: 

I__L A. 
h hc hd 

(ID 
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The common heat exchange coefficients for a particle mov­
ing in another moving fluid are applied to solve the set of 
equations. 

The heat exchange laws used in each zone are: in the liquid-
liquid zone, the Rowe et al. (1965) relation was used 

Nuc = 2 + 0.79Re05Pr0-33 (12) 
For the dispersed phase, several correlations have been pro­

posed. Moresco and Marshall (1980) considered the internal 
convection of the drop and gave the following correlation: 

Nud=0.0l78Re|}-5Pr£33 (13) 
In the vaporization zone, less work has been done on the 

exchange coefficient of a bubble-droplet. Sideman and Taitel 
(1964) gave an exchange coefficient in this case 

Nu, = 0.272Pe° (14) 
Battya et al. (1984) introduced a corrective factor in their 

relation (20). The following relation was derived from their 
experimental results: 

Nuc = 0.64Ja"-35Pe0'5 (15) 
In the liquid-vapor zone, the heat exchange occurs between 

the liquid and the gas. The correlations in this case are limited. 
We use the correlation of Ruckenstein (1959): 

Nu = 0.37Rea6Pr° (16) 

Drag-Coefficient. The drag coefficient proposed by Ha-
berman and Morton (1956) was chosen for our work. From 
their experimental results, an analytical expression is derived 
using curve fitting: 

Q = exp(2.4397-0.2702 log Re 
- 0.0756(log Re)2) Re <450 

Q = exp(- 160.3 + 64.742 log Re-9.619(log Re)2) 

- 0.62529(log Re)3 - 0.01496(log Re)4 Re > 450 (17) 

1/2 

III.5 

= 0: 

= LC: 

Boundary Conditions. 

Td(0) = Tde; ii, (0) = 

u rm ^ uc(V)- , 
(l-n0v0)S 

1 ck-l^c) = 1 ce 

\lVg(pc-pd)\ 

L PdSCd 

»rm *d 

»(0) -
3 **i>KoS 

(18) 

The differential equation system thus obtained is integrated 
using the second-order Runge-Kutta method. The space in­
crement that ensures sufficient convergence is 0.06 mm. The 
consistency of this numerical scheme is verified by dividing 
the increment by 2; the difference between the two results is 
found to be less than 0.5 percent. The computations were 
performed on VAX/VMS 750 minicomputer. Processing time 
was about 90 s for each calculation. 

Solving the system of differential equations (2), (3), (6)-(10) 
provides the evolution of temperature and speed for each of 
the phases Tc(z), Td(z), Uc(z), Ud(z), the volume of the 
bubbles V(z), the density, n(z), and the void fraction of the 
dispersed phase a(z). The two-phase exchange length Ld can 
then be deduced. Under experimental conditions, column inlet 
and outlet temperatures Tc(L),Td(L), Tc(0), TM, the void 
fraction, and the length of the two-phase exchange Ld are 
measured. A comparison between the model and experimental 
results is carried out using the values Tc(0) = Tcs, Td(L) = 
Tds, a(z), andLrf. 

Z(m) 

Fig. 5 Particle number density versus the abscissa z in the spray col­
umn; ipc = 56 cm3/s, \j/d = 8.3 cm3/s, Lc = 20 cm, Ld = 24 cm 

IV Results 

IV.1 Selecting the Coalescence Law. The coalescence 
coefficient c of formula (5) can be estimated by determining 
the particle density as a function of the height z. Measuring 
coalescence along the column, however, is not possible with 
existing techniques. Therefore this constant is determined using 
a global approach. An arbitrary value of this coefficient is 
introduced, and the equation system is solved for the inlet 
parameters corresponding to one of the experiments. By com­
paring the measured and calculated two-phase exchange lengths 
Ld, the best coefficient value can be selected. This value is then 
used in all simulations with that fluid-pair system. 

In this analysis, the constant c includes all parameters in­
volved in the coalescence phenomenon. A study of the influ­
ence of exchanger parameters (inlet temperature, flow rate, 
thermal exchange, and drag laws) has shown their role to be 
secondary to that of the coalescence effect along the two-phase 
exchange (Sun, 1989). 

Figure 5 shows the particle density variations derived from 
the collisional law (equation (3)) and the exponential law (equa­
tion (4)). Different behavior was found depending on which 
law was used. The second law causes the coalescence rate to 
increase so rapidly that at a certain height, the coalescences 
become to strong and the particle density reaches a very small 
value (approaching a unitary value); this would correspond to 
an annular (or semi-annular) flow. However, this flow was 
never observed experimentally. Therefore, it can be concluded 
that this law is not suitable to our system. In fact, using this 
law the coalescence at the beginning of the spray column is 
underestimated and the coalescence in the middle of the column 
is overestimated. 

On the other hand, the coalescence rate decreases gradually 
when using the collisional law, because the particle density 
decreases gradually with the coordinate. This density also de­
creases rapidly at the beginning of the spray column, ap­
proaching a limiting value at the end of the column. The 
numerical results generally agree with the experimental data. 
Therefore, in the following numerical simulation equation (3) 
was used as the coalescence law. 
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Fig. 6 Temperature of the dispersed phase and the continuous phase 
variations versus the distance from the injection nozzle; \pc = 56 
cm3/s, i>d = 8.3 cm3/s, Lc = 20 cm 
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Fig. 7 Particle radius and velocity versus the distance from the injection 
nozzle; ^„ = 83.3 cm3/s, $d = 8.3 cm3/s, t 0 = 20 cm 

IV.2 Temperature Variations of the Phases. The calcu­
lated temperatures of the dispersed phase and of the continuous 
phase are plotted against the distance from the injection nozzle 
in Fig. 6. Three distinct zones, corresponding to the different 
transfer modes, can be clearly seen. The shortest zone ob­
viously corresponds to the liquid-liquid exchange zone. In the 
second zone, the heat exchange is affected by vaporization, 
and the dispersed-phase temperature remains constant. In the 
third zone, the exchange occurs between the liquid (C.P.) and 

Tde (°C) 

Fig. 8 Outlet temperatures and the two-phase heat exchange length 
Ld versus the inlet temperature of the dispersed phase, <pc = 83.3 
em'/s, ^d = 5.6 em'/s, Tc, = 54°C, Lc = 20 cm 

the dry vapor (D.P.). Less temperature variation of the con­
tinuous-phase was observed in zones 1 and 3. 

IV.3 Particle Size, Velocity, Density, and Void Frac­
tion. The size of the particles, calculated as a function of the 
distance from the injector, is reported in Fig. 7 with and with­
out the coalescence effect. The variation laws differ from zone 
to zone. The bubble-droplet size increases continuously 
throughout the spray column, except in the liquid-liquid zone 
where the drop diameter remains constant. In the second zone, 
the drop size changes greatly. This is due to the combination 
of two effects: the continuous vaporization and the coalescence 
between the bubble-droplets. It seems that the vaporization 
effect dominates in this zone, and the coalescence effect tends 
to diminish the heat exchange surface, resulting in a greater 
vaporization length. In the third zone, the increase in bubble 
volume can be attributed mainly to the coalescence effect. 

The variation of particle velocity possesses the same char­
acteristics as that of particle size, because both quantities are 
directly correlated (Fig. 7). Coalescence and vaporization tend 
to increase the particle size by a factor of 15 and the velocity 
by a factor of 7; without coalescence, the particle radius in­
creases only by a factor of 6. 

Figure 5 shows the variation of particle density as a function 
of height. Particle density decreases considerably in the be­
ginning of the vaporization zone and becomes smaller toward 
the end of the column. This decreasing aspect is due to coa­
lescence and to the acceleration of the particles. 

IV.4 Inlet Parameter Sensitivity. The influence of the in­
let temperature for each phase on the heat exchange of the 
system is investigated in this section. The influence of phase 
flow rate and of the length of the continuous-phase will be 
studied in the next section, in which the numerical results are 
compared with experimental data. 

Increasing the inlet temperature of the dispersed phase re­
sults in an increase in the outlet temperature of both phases 
as well as a slight increase in the two-phase exchange length 
(Fig. 8). Increasing the inlet temperature of the dispersed phase 
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Fig. 9 Outlet temperatures and the two-phase heat exchange length 
Ld versus the inlet temperature ot the continuous phase tor \j*c = 83.3 
cm3/s, <pd = 5.6 cm3/s, Tde = 20° C, Lc = 20 cm 
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Fig. 10 Void fraction of the dispersed phase in the spray column versus 
the abscissa z. A comparison between the experimental measurements 
(A) and the numerical results ^ n ) . V-c = 39.7 em'/s, <pd = 4.2 
cm3/s, Td, = 17.9°C, Tce = 46.2°C 

leads to a shorter exchange length upstream from the vapor­
ization zone and to a longer superheated exchange length. 
Consequently, the averaged void fraction and the outlet tem­
peratures of each phase become greater. Changing the inlet 
temperature of the dispersed phases causes only a slight change 
in outlet quantities. This can be explained by the preponderance 
of the vaporization in the heat exchange and the difference 
between the phases of the specific heat capacities. 
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Fig. 11 Two-phase exchange length versus the dispersed phase flow 
rate \pd. Comparison between the experimental measurements ( A ) and 
the numerical results with coalescence ( j — i ) and without coales­
cence (™ _ ) . ft, = 83.3 cm3/s, Td, = 20°C, Tc, = 54°C, Lc = 20 cm 

Increasing the continuous-phase inlet temperature results in 
an increase in the temperature of each phase and in their outlet 
temperatures (Fig. 9). For given flow conditions, the outlet 
temperature of the dispersed phase increases continuously with 
Tce and tends asymptotically toward this value, which corre­
sponds to perfect heat exchange between the two phases. The 
outlet temperature of the continuous phase increases with Tce, 
and the heat exchanged between the two phases increases until 
it reaches the limit value. 

The two-phase exchange length increases with Tce and tends 
toward its limit value with high Tce values (Fig. 9). Beyond the 
critical value for Tce (approximately 85°C), the heat transfer 
in the spray column can no longer be modified and the volume 
expansion remains constant. The same behavior is observed 
for heat exchange efficiency, but with a lower critical value 
for Tce (60°C). 

V Comparison Between the Numerical Results and the 
Experimental Data. 

V.l Void Fraction. The calculation of the void fraction 
is represented in Fig. 10. In the liquid-liquid zone, this fraction 
is small. In the vaporization zone, the void fraction of the 
dispersed phase increases gradually. In the third zone, it re­
mains nearly constant. 

The void fraction was measured locally and plotted against 
the distance from the injector for different injection condi­
tions. Experimental and numerical results were very similar 
for the main part of the column. The discrepancy observed 
for the top of the column corresponds to an accumulation of 
vapor; and this was not considered in our theoretical model. 

V.2 Influence of the Inlet Parameters on Certain Factors. 

Two-Phase Exchange Length. If the coalescence effect is 
not taken into consideration in the model, the calculated two-
phase exchange length varies exponentially with ipd (Fig. 11). 
With small i£d values, the numerical and experimental results 
are very similar. As fc increases, the numerical results diverge 
rapidly from the experimental values. 
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Fig. 12 Two-phase exchange length L„ versus the dispersed phase 
flowrate td lor different Continuous phase lengths Lc. Experimental and 
numerical results with coalescence. Tda = 20°C, Tc, = 54°C. 
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Fig. 13 Outlet temperature of the continuous phase Tcs versus the 
dispersed phase flow rate ^ Experimental and numerical results with 
and without coalescence, with the same conditions as in Fig. 11. 

By taking the coalescence phenomenon into consideration, 
the numerical results correspond quite well to the experimental 
data (Fig. 11). The coalescence effect tends to increase the 
particle volume and to decrease both the heat transfer surface 
and the residence time of the particle in the spray column. This 
leads to a reduction of the void fraction and of the exchange 
length. 

The comparison was also carried out for experimental data 
using different Lc values (Fig. 12). The coalescence coefficient 
is found to be a linear function of the continuous-phase length. 
This relation can be expressed as follows: 

55' 
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40-

35 

Without Coalescence 

With Coalescence 

Yd (cm3/s) 

10 12 

Fig. 14 Outlet temperature of the dispersed phase Tds versus the dis­
persed phase in flow rate ^ Experimental and numerical results with 
and without coalescence, with the same conditions as in Fig. 11. 

c = 2.2 10"% (19) 
Using this formula, numerical and experimental results were 

quite similar. The linear variation of the coalescence constant 
in relation to the continuous-phase length can be attributed to 
the characteristics of the coalescence law that was used (equa­
tion (5)). This law is greatly simplified, as there are many 
parameters other than particle density that influence the co­
alescence phenomenon (e.g., the residence time of the particles 
in the spray column, the particle velocities, the interfacial ten­
sion, etc.). Thus equation (19) provides a correction coefficient 
for the residence time of the particles in the exchanger. 

Temperatures of Dispersed Phase and Continuous 
Phase. The temperature of the continuous phase and of the 
dispersed phase vapor can be measured accurately at the outlet 
of the spray column, whereas the temperatures measured along 
the tube are simply mean values of the two-phase mixture. In 
the region where the void fraction of the dispersed phase is 
small (first zone), the measured temperature corresponds to 
the continuous-phase temperature (Tadrist et al., 1987). Yet, 
when the void fraction increases, experimental measurement 
of the temperature becomes sensitive and the value obtained 
corresponds to the true temperature of the two-phase mixture 
(Coban and Boehm, 1986). Due to the difficulty in conducting 
measurements, the numerical results were compared with the 
experimental data only for the outlet temperature of each phase. 

The outlet temperature of the continuous phase decreases 
when \j/d increases. Experimental results were found to agree 
with the model regardless of whether coalescence was taken 
into account (Fig. 13). The variation of the dispersed-phase 
heat exchange does not significantly modify the continuous-
phase temperature because the continuous-phase heat capacity 
is very large (heat source). On the other hand, the outlet tem­
perature of the dispersed phase is highly dependent on coa­
lescence. If the coalescence effect is not taken into 
consideration, heat exchange is overestimated and the dis­
persed-phase outlet temperature is always found to be in equi­
librium with the inlet continuous-phase temperature. When 
considering the coalescence effect, the numerical results cor­
respond closely to the variation of the experimental values 
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(Fig. 14). It should be noted that the difference between the 
theoretical curve and the experimental points having a high t//d 
value results from the imprecision in experimental measure­
ment. Indeed, when \i-rf =11 cm3 s_1, a certain quantity of 
unevaporated pentane is observed at the outlet of the spray 
column. This can be seen in the calculated outlet temperature 
Tds = 36.2°C, which corresponds to the boiling point of the 
n-pentane. Similar results are found for different Lc values. 

Both the two-phase length and the temperature of each phase 
increase with the continuous-phase flow rate. This occurs be­
cause the increase in mass quantity of the hot phase results in 
an improvement of the heat exchange, thus increasing the 
temperature of each phase (Sun, 1989). This improvement, 
however, is limited and tends to saturate at the high t/<c values. 

VI Conclusion 
In this paper, we have presented an experimental setup used 

to study the direct-contact vaporization of a dispersed liquid 
in another immiscible liquid. The experimental study allowed 
us to determine the void fraction variations in the spray col­
umn. 

A two-phase heat exchange model was developed to deter­
mine the evolution of the hydrodynamic and thermal quantities 
in the spray column. It has been shown that vaporization results 
in a rapid variation of the void fraction, thus giving rise to 
significant interaction and coalescence between the particles. 
Different coalescence laws based on physical principles have 
been proposed. The variations are quite different depending 
on which law is selected. A simple law (/= - c n2) was used 
in the present study as it provides the most reasonable results 
when compared with experimental values. 

Experimental results and those derived from the model were 
found to agree closely. The measured and calculated local void 
fractions show similar variations, except in the region where 
an accumulation of vapor foam was observed in experiments. 

It is assumed in the present model that there are three distinct 
zones, that the two-phase flow is uniform, and that the drop 
size is dependent only on the abscissa. These hypotheses are 
not entirely realistic. An improved model would consider the 
distribution of the particle size as well as the radial effect. This 
type of simulation requires precise knowledge of the laws of 
interaction between the phases. The coalescence law should be 
determined more precisely as it controls the particle density in 

the spray column. In experimental conditions, it seems that 
only local measurement can be used to establish a coalescence 
law truly characteristic of such a system. 
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Homogeneous Bubble Nucleation 
Predicted by a Molecular 
Interaction Model 
The homogeneous bubble nucleation of various hydrocarbons was estimated by the 
modified classical nucleation theory. In this modification, the kinetic formalism of 
the classical theory is retained while the surface energy needed for the bubble for­
mation is calculated from the interaction energy between molecules. With a nu­
cleation rate value of Jn =Kp~ nuclei/em's, this modified model gives a very good 
prediction of the superheat limit of liquids. In another test of the model the complete 
evaporation time of a butane droplet at its superheat limit is compared with ex­
periments and found to be in good agreement. 

1 Introduction 

The classical theory of homogeneous bubble nucleation is a 
mixture of macroscopic and molecular concepts. For the ini­
tiation of bubble formation, the classical theory initially as­
sumes the formation of the critical size bubble. With the 
macroscopic interfacial tension, a condition for the formation 
of the critical bubble is given by 

pe-pa, = 2o/rc (1) 
Here rcis termed the critical radius. The above equation, known 
as the Laplace equation, states that the critical bubble is in 
mechanical equilibrium with the liquid. To continue, one as­
sumes that the critical bubble is in thermal and chemical equi­
librium; the internal pressure of the bubble is equal to the 
vapor pressure pv at the temperature of the liquid (Jarvis et 
al., 1975). With the condition given in Eq. (1), the free energy 
needed to form the critical size bubble becomes 

„ 4 2 16TT 
Fr = - irrca = c 3 3 (P«-P~r 

(2) 

This expression, originally proposed by Gibbs, has been used 
previously for a wide variety of purposes (Skripov, 1974). 

The classical molecular theory of nucleation, ascribed to 
Doering (1937, 1938), Volmer (1939), and Zeldovich (1943), 
supplies a steady state of nucleation for critical bubbles. With 
the use of Eq. (2), the nucleation rate may be written as (e.g., 
Blander and Katz, 1975) 

1/2 
/ n \ 

J=N 
irmB exp 

16TT(T3 

lkT{pv-p<»y 
(3) 

Here B is an arbitrary constant. Usually it is assumed that 
experimental observation of bubble nucleation in a liquid is 
possible when the nucleation rate is between J= 1 and J= 106 

bubbles/cm3 s. 
The classical bubble nucleation theory fails to predict the 

amount of decompression for gaseous bubble formation in 
water-gas solutions (Hemmingsen, 1970, 1975). It also fails to 
predict the tensile strength of liquids (Briggs, 1950, 1951). In 
addition, this classical theory gives no information about the 
intensity of evaporation at the superheat limit (Avedisian, 
1982). The theory, with the work of formation of the critical 
bubble Eq. (2), was widely accepted because it is quite suc­
cessful in predicting the superheat limit of liquids with nu-
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cleation rate about / = 104-106 bubbles/cm3s (Blander and Katz, 
1975). 

The validity of the capillary approximation—the assumption 
that the value of surface tension, an equilibrium property of 
the macroscopic interface, is applicable to the nucleation phe­
nomena—has often been discussed (Buckle, 1968). In fact, 
from a series of experiments, Hemmingsen (1977) realized that 
the surface tension at the gas-water boundary of the nucleus 
must be at least an order of magnitude lower than that obtained 
from the macroscopic bubble dimensions. Also Baidakov and 
Skripov (1982) noticed that for cryogenic liquids such as ni­
trogen, oxygen, and methane, the surface tension of vapor 
nuclei calculated from the experimental values of superheat 
limits is 6-7 percent lower than the macroscopic surface tension 
values. 

The classical theory was modified to produce a gaseous 
bubble formation model (Kwak and Panton, 1983) and a vapor 
bubble formation model (Kwak and Panton, 1985). The es­
sential element of these models is that the surface energy for 
the formation of the critical cluster is formulated using mo­
lecular concepts, while the kinetic formalism of the classical 
theory of nucleation is retained. For example, the surface en­
ergy for the vapor bubble formation, which is addressed in 
this paper, is assigned as the energy required to cut across a 
cluster (Feynman, 1972) composed of activated molecules. The 
modified model gives much better agreement with the exper­
imental results of Briggs (1950) and Beams (1959) for the tensile 
strength of various simple liquids. Especially good agreement 
is attained for water, including the variation in the tensile 
strength with temperature. 

In the present paper, the vapor bubble formation model 
(Kwak and Panton, 1985) is extended to estimate the superheat 
limit of various hydrocarbons. In applying the model, we in­
troduce the van der Waals volume enclosed by the electron 
clouds of the molecules. For this kind of molecules, we also 
use a value of the dispersion energy averaged over all orien­
tations. The reduced superheat limit of these fluids turns out 
to be about 0.89-0.90. In addition to the correct prediction of 
the superheat limit of liquids, the model makes it possible to 
calculate the evaporation rate of droplets at the superheat limit, 
which is directly related to the intensity of evaporation. Com­
parison was made for butane, a case for which good experi­
ments are available (Shepherd and Sturtevant, 1982; McCann 
et al., 1988). 

The detailed nature of the evaporation process at this limit 
may lead to the understanding of "vapor explosion," which 
poses a potential hazard in the transport of liquid natural gas 
and in the operation of liquid metal fast breeder reactors (Blan­
der and Katz, 1975; Reid, 1976). 
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2 Stability Condition for a Cluster 

Consider a system: a liquid at temperature Tand under an 
ambient pressure p^. If the temperature of a liquid is well 
above the boiling point or the ambient pressure is well below 
the equilibrium vapor pressure, the system is in a metastable 
state. In such a system, one can imagine formation of clusters 
by activated liquid molecules. 

A stability condition for a cluster and the corresponding 
minimum free energy for the cluster can be obtained by as­
suming that the liquid has a face centered cubic lattice (FCC) 
structure and that the London dispersion force is the only 
important interaction between molecules in their metastable 
state (Kwak and Panton, 1985): 

/ \ 1/3 Ze>'-
(P«,-Pv)nc• = — 

/v„. 

Ze,„ 

~~ 6 
nT = -(Pu- •p„)vmnc 

(4-1) 

(4-2) 

These equations imply that the driving force for bubble for­
mation is just the chemical potential difference between the 
metastable state and the saturation state; that is, (pa-pv)vm. 
If any cluster, an aggregate of the activated molecules in the 
metastable state, meets the condition of Eq. (4-1), the liquid 
molecules in the cluster vaporize spontaneously by breaking 
the interaction between molecules. Thus Eq. (4-1) can be re­
garded as the equation of vapor state of the critical cluster. 
The evaporated state, retaining the molecular volume of the 
saturated liquid state vm, is characterized by its very high pres­
sure, p„: 

Pn = (Pv-Po,)nc 
ze„ /v„ (4-1)' 

For example, the value of p„ is about 136 atm for butane at 
its superheat limit. Such discontinuity in pressure is one of key 
features for nonequilibrium phase transition. For the equilib­
rium case, the dependence of volume on pressure is discon­
tinuous along an isotherm. Of course, the internal pressure 
calculated from a realistic fluid model, such as the Lennard-
Jones model, equals the equilibrium vapor pressure, pv, How­

ever, the state with internal pressure of pv can be achieved 
when the vapor molecule occupies the equilibrium molecular 
volume about M1/3 V,„. In the above equations, e„, is the energy 
required to separate a pair of molecules from the given liquid 
state to the critical state. This is given by (Kwak and Panton, 
1985) approximately 

= 4e0 1 - 1 ^ (5) 

The average distance between molecules dm in Eq. (5) and the 
effective molecular volume vm in Eq. (4) can be found from 
the number density of liquid, N. The relation is 

-dmN=vmN= 0.7405 
6 

(6) 

where 0.7405 is the packing fraction of FCC lattice structure. 
This stability condition of the cluster and the minimum free 

energy for vapor bubble formation turn out to be same for 
gaseous bubble formation in solution (Kwak and Panton, 1983) 
after a transformation such as 

vm = 

nc = 

4e, 
kT 

kT 

4e 

(7-1) 

(7-2) 

This is just a scaling transformation, which changes the mean 
value of the potential energy of a molecule in the cluster to 
be the translational energy of a molecule. The transformed 
forms of Eqs. (4-1) and (4-2) are: 

F„' = -kTn'c
in 

c 2 

(8-1) 

(8-2) 

Using the above expressions of the stability condition of the 

dm 

Dn 

dw 

E, 
Fn 

Fr 

G 

J 
J 

Jn 

Js 
k 

m 
M 
n 

N 
NA 

= average distance between 
molecules 

= rate of molecules striking on 
the surface of n-mer cluster 

= van der Waals' diameter of 
liquid molecules 

= ionization potential 
= free energy needed to form 

n-mer cluster 
= free energy needed to form a 

bubble with radius of r 
= mass flux 
= nucleation probability, Eq. 

(13) 
= nucleation rate of bubble per 

unit volume 
= nucleation rate of H-mer 

cluster per unit volume 
= nucleation rate per unit area 
= Boltzmann constant 
= mass of molecule 
= molecular weight 
= number of molecules in a 

cluster 
= number density = pm/m 
= Avogadro's number 

nb = 

nD = 
Pe = 
Pv = 

Pm = 
r = 

R = 
Rd = 

T = 
Tc = 
Tf = 

t, = 
T = 
1 s V = 
V, = 

V, = 
Vm = 

vw = 
Z = 

Zj = 

number of molecules inside 
a bubble 
refractive index of fluid 
pressure inside a bubble 
vapor pressure 
ambient pressure 
radius of bubble 
gas constant 
radius of evaporated sphere 
in the droplet 
temperature of liquid 
critical temperature 
melting temperature of liq­
uid 
time lag of nucleation events 
superheat limit of liquid 
volume of a droplet 
usual molecular volume of 
liquid 
molar volume of liquid 
effective molecular volume 
of liquid 
van der Waals molar volume 
coordination number 
Zeldovich nonequilibrium 
factor 

a = 

(XT = 

P = 
A//vap = 

AHf = 
«o = 

CD = 

«m = 

Pm = 
Pc = 

O = 

T = 

<i> = 

Subscript 
c = 

polarizability of a liquid 
molecule 
thermal expansion coeffi­
cient of liquid 
accommodation coefficient 
enthalpy of evaporation 
enthalpy of fusion 
potential parameter of Lon­
don dispersion attraction 
dielectric constant of liquid 
energy needed to separate a 
pair of molecules 
density of liquid 
critical density of liquid 
interfacial tension 
tensile strength of liquid 
number of molecules evolved 
in nucleation process in a 
volume of 4irrJ,»l cm (see 
Eq. (22)') 

critical cluster or critical size 
bubble 
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cluster, Eq. (8-1), and the minimum free energy for the bubble 
formation, Eq. (8-2), one may treat the bubble formation by 
dissolved gas molecules and vapor molecules simultaneously 
(Kwak and Oh, 1988). 

3 Nucleation Mate of the Critical Cluster 
Using the customary kinetic theory argument (Frenkel, 1946), 

the steady state nucleation rate per unit volume, J„c (nuclei/ 
cm3"s), for critical clusters may be written as 

J„c = NDncZfexp 
6 \kT. 

(9) 

where the Zeldovich nonequilibrium factor (Feder et al., 1966), 
Zj, is given by 

1 l<rr~„\ ze„. 
Zf= 

<?Fn 

2-wkT \ dn 18-irkT 
-2/3 (10) 

In Eq. (9), D„c is the rate molecules strike the surface of critical 
cluster. With appropriate assumptions this may be given by 
(Kwak and Panton, 1985) 

c 4 \irm) exp RT 4?V 3JV 

4 T 

(11) 
It is important to note that Eq. (9) is valid in the steady state 
after the transient stage. The time lag //, which represents the 
duration of the transient state after the onset of nucleation 
occurs (see section 4) may be written as (Feder et al., 1966) 

t,= {AicDn$r (12) 

Now the remaining problem is how to determine the nu­
cleation rate of critical clusters, J„c, for the specific case of 
homogeneous nucleation. To estimate this value, one may use 
the nondimensional parameter (Feder et al., 1966) j from Eq. 
(9): 

j = JnJ(NDnZ}) = exp( - FnJkT) (13) 

Lienhard and Karimi (1981) considered homogeneous nuclea­
tion corresponding to the spinodal line of the liquid. They 
assigned a value of F,,c, which can be characterized as the 
potential energy (Tien and Lienhard, 1979), and may be ex­
pressed in terms of the critical temperature 

F„/kTc=U.5 (14) 

At the superheat limit, the reduced temperature is around 0.9; 
hence the above value becomes 

Fn /kTs= 13.0 or y'=10~ (14) 

Now one can estimate the nucleation rate of critical clusters. 
With a typical number density of N= 1021 molecules/cm3 and 
a value D„c Zj-= 107/s, the nucleation rate at the superheat limit 
is approximately 

J„c=jND„Zf= 1022 nuclei/cm3s (15) 

An even higher nucleation rate value of about J= 10 may be 
obtained by using the pre-exponential factor (a/%mE)xn de­
fined in Eq. (3) and Lienhard's value for the homogeneous 
nucleation limits, F„c/kTc = 11.5. In their recent work, Oxtoby 
and Evans (1988) also predicted the nucleation rate enhance­
ment of 10 to 17 orders of magnitude over the classical pre­
diction for bubble formation because the chemical potential 
difference between metastable state and the saturated state of 
liquid spinodal is smaller than at the gas spinodal. 

The best method of finding the actual correct nucleation 
rate is by comparing experimental results on the evaporation 
of a droplet at its superheat limit. 

4 Evaporation Phenomenon of a Droplet at the Su­
perheat Limit 

Recently Shepherd and Sturtevant (1982) observed the evap­
oration of a butane droplet at its superheat limit. They also 
measured the evaporation rate, as well as the far field pressure 
signal emanating from the evaporating droplet. Their photo­
graphic study revealed that the evaporation process (nuclea­
tion) first started at an asymmetric point in the droplet. 
Thereafter, the evaporation continued step by step to spread, 
eventually covering the whole droplet. This is a remarkable 
confirmation of the idea of L. Szilard (Farkas, 1927); the 
formation of a viable embryo is required to start the chain of 
evaporation. Indeed, such a chain reaction mechanism is in 
the context of the classical kinetic theory. 

With a rather simple model we can predict the evaporation 
of a droplet at the superheat limit. Even though the nucleation 
center at first is found to be at an asymmetric position in the 
droplet, let us treat this problem symmetrically by assuming 
that the nucleation point at first coincides with the center of 
the droplet. Let Rd be the radius of the evaporated sphere in 
the droplet at time t. If the increment of the radius of the 
evaporated sphere is dRd (assume dRd«Rd) during dt, the 
total number of evaporated molecules in the volume 4irR2

ddRd 

4TrR2
ddRdN (16) 

Since the evaporation rate, that is, the number of molecules 
evaporated per unit time and unit volume (Frenkel, 1946), is 
J„cnc, then the number of molecules evaporated during dt in 
a volume 4rRd' 1 cm becomes 

(17) (/„ •! cm)nc>4irRddt = Jsnc>4irRddt 

where Js ( = /„c»l cm) is the nucleation rate with unit depth. 
In the above equation, it is assumed that the surface area 

is covered with the critical nuclei. This assumption is valid for 
volume (bulk) nucleation (Afansa'ev and Krokhin, 1967), which 
occurs in the rapid solidification of undercooled Si (Stiffler et 
al., 1988). Such a nucleation process in two dimensions—the 
idea of surface area covered by critical nuclei with heteroge­
neity factor—was first considered by Alamgir and Lienhard 
(1981). Certainly this is the case in which no heterogeneous 
elements are present. By equating Eq. (16) to Eq. (17), one 
may obtain the velocity of the vapor sphere in the droplet for 
the one-dimensional evaporation case: 

dRd/dt = Jsnc/N (18) 

In the case that nuclei generate in the droplet at random, the 
time needed for the droplet to evaporate completely is 4-wRdN/ 
3/(J„cnc»l cm3), which is obviously shorter than that for one-
dimensional evaporation case. 

With the help of equation (8), we may write the above equa­
tion as 

dRd/dt= 1.3504 v,„Jsnc=ViJsnc (18)' 

where U/= l/N, a usual molecular volume. This equation rep­
resents the evaporation of a unit layer with surface area of 
4irRd (one-dimensional approximation), which is clear if one 
compares this to the evaporation of a small metal drop (Samble 
et al., 1970), in which evaporation of molecules at the surface 
layer rather than bulk nucleation occurs. 

Since J„c is constant during the steady-state nucleation pro­
cess, the speed of growth of the vapor sphere remains constant. 
This is consistent with Shepherd and Sturtevant's observation: 
"the growth rate of the vapor sphere appears to be linear with 
a mean velocity of approximately 1.43 x 103 cm/s ." Also 
McCann et al. (1988) measured a bubble growth rate of 
1.39x 103 cm/s for the evaporation of butane droplet at the 
superheat limit. With this observed value of dRd/dt, Eq. (18) 
may be used to determine the nucleation rate at the superheat 
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Fig. 1 Radius of evaporating droplet as a function of time 

limit. Also, one should be able to predict the superheat limit 
of the liquid with a nucleation rate evaluated from Eq. (18). 
The nucleation rate value that meets these conditions is about 
1022 nuclei/cm3 s for butane. 

With an initial condition of Rd = 0 at t = 0, the time de­
pendence of the radius of the vapor sphere becomes 

Rd=v,Jsnct (19) 

Experimental results and the curve obtained from Eq. (19) 
with Js= 1022 are shown in Fig. 1. As is apparent, conventional 
theory of bubble growth (Mikic et al., 1970) gives incorrect 
results when applied to this case. The bubble growth in the 
initial stage may be restricted by the condensation and evap­
oration process (Skripov, 1974). The above equation is valid 
until the droplet is fully evaporated (about 40 ^s). After com­
plete evaporation, the molecules become a gas bubble. The 
subsequent nonlinear growth and collapse mechanism of the 
gas bubble are governed by the well-known Rayleigh equation 
(Rayleigh, 1917; Kwak, 1984). 

The evaporative mass flux G in this evaporation process may 
be written as 

dRd 
G = pm-— = mJsnc 

(20) 

Even though the observed values of the mass flux are somewhat 
below the value calculated from Eq. (20) and shown in Fig. 
2, such a simple steady-state nucleation model is quite good 
after the time lag. For butane at 378 K, the time lag t/ calculated 
from Eq. (12) is about 16 ^s, as marked in Fig. 2. Note that 
we have used the liquid density of butane at 378 K to evaluate 
the mass flux (see section 2). Rewriting the evaporative mass 
flux, Eq. (20), with help of Eqs. (9), (10), and (11), we have 

G = /3p„ 
kT 

2irm exp - RT RTfr 
(20)' 

where 

4> = nc Airrm Nexp 
kT, 

which is the number of molecules involved in the nucleation 
process in a volume of Airr2

m'l cm. 
The absolute rate of evaporation, pm \JkT/2irm (Schrage, 
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Fig. 2 Evaporative mass flux of a butane droplet at its superheat limit 

1953; liquid density rather than vapor density in this case), 
may be achieved for the case in which a cluster is constituted 
by one molecule. This absolute limit corresponds to molecular 
evaporation (Schrage, 1953). Certainly the rate of evaporation 
at the superheat limit (4> is on the order of nc in this case) is 
much less than the absolute rate of evaporation because of the 
exponential term in Eq. (20)', which distinguishes activated 
molecules (A//vap) and reduces the mean velocity of molecules 
in liquid (AHf; Faber, 1972). 

To estimate the life time of the droplet at the limit, Sinitsyn 
and Skripov (1968) defined the time scale of the event, ts, as 

- l :(JV)~ (21) 

where V is the volume of the metastable phase or a droplet. 
For a 1-mm-dia droplet with the nucleation rate value J= 106 

bubbles/cm3 s, this time is on the order of microseconds, 
which turned out to be the time scale of the bubble oscillation 
after the complete evaporation (Shepherd and Sturtevant, 
1982). 

The nucleation rate is an important parameter to control 
the rate of nucleation process (Skripov, 1974). For example, 
Reid (1976) conjectured that the nucleation rate for a vapor 
explosion is about 1012 nuclei/cm3 s. Stiffler et al. (1988) also 
estimated the nucleation rate at about 1023 events/cm3 s from 
the measurement of the completion time in the solidification 
of supercooled Si following pulsed laser-induced melting of a 
thin film. Note that nucleation theory itself (Eq. (3) or Eq. 
(9)) does not allow an arbitrary value of nucleation rate; that 
is, if one knows the nucleation rate, one can determine the 
superheat limit and vice versa (Kwak, 1987; Stiffler et al., 
1988). As is clear from Table 1, simultaneous prediction of 
these two quantities such as the superheat limit and the com­
plete evaporation time of a droplet with a given nucleation 
rate is plausible. For pure liquids such as butane and pentane 
(Porteus and Blander, 1975) the deviation from the mean value 
of the measured superheat limit obtained by droplet explosion 
technique is less than 0.5°C. Such a narrow range of the su­
perheat limit also lets us define the complete evaporation time 
of a droplet reasonably. 

As mentioned earlier, the evaporation of a droplet at the 
superheat limit is a remarkable example of a nucleation event 
governed by kinetics. On the other hand, for the case of random 
generation of bubbles in pool of liquid, the diffusion process 
is a key factor for bubbles to grow to macroscopic size (Kwak 
and Kim, 1988) so that the time scale of this events is on the 
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Table 1 Number of molecules of critical cluster, nc, the su­
perheat limit, T„ evaporation speed at the superheat limit, u, 
and the complete evaporation time of a I -mm-dia butane drop­
let, t„ for various values of the nucleation rate 

J„c 1021-5 1 0 2 ' " 1022 IP2225 H u F 7 

nc 733 707 681 650 620 
TS(K) 377.0 377.5 378.0 378.5 379.0 
u (cm/s) 488 839 1440 2449 4157 
tc(ps) 100 60 35 20 12 

order of a second. In such cases, the cluster that meets the 
stability conditions becomes stable and grows, as a cluster, 
until it becomes a critical size bubble. The corresponding nu­
cleation rate is about 1 to 106 bubble/cm3 s depending on the 
final volume occupied by bubbles in solution. 

5 Molecular Properties of Liquids 
For symmetric molecules, the potential parameter e0 in Eq. 

(5) (the London dispersion attraction at large separation) is 
given by 

eo=l6 7T (22) 

Even though the magnitude of the dispersion interaction be­
tween asymmetric molecules depends upon the relative ori­
entation of the molecules, the potential parameter for the 
dispersion energy averaged over all orientations (Hirschfelder 
et al., 1954) is approximately as given in Eq. (22). In this case, 
the polarizability a is also the value averaged over all solid 
angles. 

For the fluids whose polarizability data were not available, 
the Lorentz-Lorenz formula (Born and Wolf, 1975) (alter­
natively the Clausius-Mossotti equation) was used to evaluate 
the quantities 

3M (n2
D-\\ 

or 

3M /eD-l\ 
A-wNApm \eD + 2) 

Since the Lorentz-Lorenz function LL = (n2
D- Y)/[pm(n2

D + 2)] 
is almost constant over the entire temperature range (Garside 
et al., 1968), the polarizability of liquids was obtained from 
the density and the refractive index data at the same temper­
ature. 

Another important physical property to be evaluated in Eq. 
(5) is the van der Waals diameter of liquid molecules (Streit-
wieser and Heathcock, 1981). The diameter may be obtained 
from the liquid molar volume (Vj) at the specified temperature. 
Since the average value of the thermal expansion coefficient, 
aT, for organic solutions (Eley, 1939) is about 1 0 " \ one may 
use the following relationship between the liquid molar volume 
(K/) and the van der Waals molar volume (Vw) for polymer 
liquids (Van Krevelen and Hoftyzer, 1976): 

Vw= V,(T)/[1.6Q + aT(T-29$)] 

3K/ ( r ) / [1 .30+10- 3 r ] (24) 

With aid of Eqs. (6) and (24), the van der Waals diameter may 
be expressed in terms of the average distance between molecules 
at specified temperature, dm(T). It is 

tf,v = rfmOO/[1.30+10-3r]1/3 (25) 

Usually this parameter is evaluated at T=293 K. Physical 
parameters for typical hydrocarbons are shown in Table 2. 

Table 2 Physical properties of hydrocarbons 

Liquid 

Ethane 

Propane 
Butane 
Pentane 
Hexane 
Heptane 
Octane 
Nonane 
Decane 
Isobutane 
2,3-Dimethyl 

butane 
Cyclopropane 
Cyclopentane 
Cyclohyexane 
Benzene 
1,3-Dimethyl 

benzene 

van der 
Waals' 

diameter 
dn(A) 

4.5086 

5.0635 
5.2889 
5.5370 
5:7719 
5.9991 
6.2107 
6.4093 
6.5977 
5.3564 

5.7681 
4.5559 
5.1749 
5.4204 
5.0784 

5.6567 

Polariza­
bility 

<* (A3) 

4.47'" 

6.29'" 
8.12'" 
9.951" 

11.78'" 
13.61'" 
15.44'" 
17.3813 
19.1'" 
8.14'" 

11.8207 
5.64'" 
9.1682 

10.87'" 
10.32'" 

14.18lb 

Ionization 
potential 

(eV) 

11.5 

11.1 
10.63 
10.35 
10.18 
9.90 

10.24 
10.21'" 
10.19'" 
10.57 

10.0'" 
10.09 
10.53 
11.0'" 
9.24lb 

8.58 

Density 
(g/cm3) 

0.5090 
(213.15 K) 
0.5005 
0.5788 
0.6262 
0.6603 
0.6838 
0.7025 
0.7177 
0.7299 
0.5572 

0.6616 
0.6769 
0.7457 
0.7786 
0.8787 

0.8642 
Notes: (a) The ionization potential data, except those denoted lb 

(Landolt-Bornstein) and the density data at given temperature were 
obtained from the CRC Handbook of Chemistry and Physics, CRC 
Press Inc., 1979. The density data without temperature given are values 
at 20°C. 

(p) The polarizabilities are taken from Landolt-Bornstein, Zahlen-
werte undFunktion, 6th ed., Springer, 1951, and denoted lb in table. 
The other polarizability data are calculated from the Lorentz-Lorenz 
formula. 

6 Calculation of the Superheat Limit 

By regarding the equilibrium vapor pressure as a reference 
pressure, the liquid at temperature T, corresponding vapor 
pressure of pm and at an ambient pressure of p „ is considered 
to be under a tensile stress as given by Kwak and Panton (1985) 

-r=pv-pm (26) 

With the aid of the stability condition for a cluster, Eq. (4-1), 
the intrinsic tensile strength of the liquid, r, may be rewritten 
as 

Since the pre-exponentional factor of Eq. (9) depends only on 
molecular properties such as e,„, vm, and N, which are slowly 
varying functions of temperature, the number of molecules in 
the critical cluster, nc, can be determined from Eq. (9) with a 
specified value of the nucleation rate, J„c, at given temperature. 
With the value of nc and the molecular properties known, the 
intrinsic tensile strength of liquid at given temperature is readily 
found from Eq. (27). Now the superheat limit corresponding 
to the vapor pressure, pv, is determined from the intersection 
between the vapor pressure curve, Eq. (26) and the intrinsic 
tensile strength curve, Eq. (27). In other words, the liquid under 
a tensile stress equal to its intrinsic tensile strength ruptures to 
evaporate spontaneously. As an example, the superheat limit 
for butane (with nucleation rate J„c= 1022) is shown in Fig. 3. 
The nucleation rate, J„c

22 nuclei/cm3 s (obtained from the 
observed evaporation speed of butane droplet at the superheat 
limit), was assumed for other fluids in predicting the results 
from droplet explosion experiments. 

As shown in Fig. 3, one must know the temperature de­
pendence of the tensile strength and the vapor pressure in order 
to determine the superheat limit of liquid. Assumptions used 
in the calculations are as follows. The temperature dependence 
of the saturated liquid density and the effective diameter of 
the molecules were estimated by the Gunn-Yamada (1971) 
method. The Frost-Kalkwarf (1953) method was employed to 
estimate the vapor pressure dependence on temperature. For 
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Fig. 3 Determination of the superheat limit of butane 

the temperature dependence of the enthalpy of evaporation, 
Carruth and Kobayashi's (Reid et al., 1977) estimation method 
was used. The accommodation coefficient /? was assumed to 
be unity in all calculations. 

Our predictions for the superheat limit of hydrocarbons are 
shown in Table 3. In addition, the superheat limit calculated 
by the unmodified classical nucleation theory with a macro­
scopic surface tension is listed, as well as the experimental 
results by various authors (Porteus and Blander, 1975; Blander 
et al. 1971; Kenrick et al., 1924; Eberhart et al., 1975; Patrick-
Yeboch and Reid, 1981). The new superheat limits of various 
hydrocarbons are shown to be in good agreement with the 
measurements by the droplet explosion technique, which ver­
ified that it is possible to predict the superheat limit of liquid 
as well as the evaporation phenomena at this limit avoiding 
the macroscopic capillarity approximation. 

As noted briefly in the introduction, this modified model 
predicts the tensile strength of simple liquids such as helium, 
hydrogen, argon, oxygen, nitrogen, and water (Kwak and Pan-
ton, 1985). This model also predicts the tensile strength of 
organic liquids at 20°C (Kwak, 1983). 

8 Discussion 
The modified bubble formation model of classical nucleation 

theory, which is employed in this paper, predicts the superheat 
limit of liquids as well as the time scale of the evaporation 
process. Another merit of this modified model is that it can 
predict the tensile strength of liquids and gas bubble formation 
in liquids as noted in section 2. An essential feature of this 
bubble formation model is that the interface between liquid 
and vapor is not yet formed during the clustering process 
governed by kinetics. Therefore we cannot use the macroscopic 
surface tension value for the surface energy needed in the 
formation of the critical cluster (Kwak and Panton, 1983, 
1985). Once the interface is formed, the diffusion process plays 
a dominant role in bubble growing (Kwak and Kim, 1988). 

Recently, the nucleation rate has been measured for the 

Liquid 

Ethane 

Propane 

Butane 

Pentane 

Hexane 

Heptane 

Octane 

Nonane 

Decane* 

Isobutane 

2,3-Dimethyl 
butane 

Cyclopropane 

Cyclopentane 

Cyclohexane 

Benzene 

1,3-Dimethyl 
benzene 

Present 
theory 

K(TS/TC) 
Jnc=\ 

261.5 
(0.8563) 
311.0 
(0.8410) 
358.5 
(0.8431) 
396.0 
(0.8433) 
430.0 
(0.8475) 
460.0 
(0.8515) 
485.0 
(0.8527) 
507.5 
(0.8535) 
513.5 
(0.8314) 
343.5 
(0.8417) 
419.5 
(0.8392) 
338.0 
(0.8497) 
432.5 
(0.8454) 
468.0 
(0.8457) 
482.5 
(0.8584) 
522.5 
(0.8468) 

Jn = 1022 

"c 275 
(0.9005) 
329.5 
(0.8910) 
377.5 
(0.8878) 
421.0 
(0.8965) 
456.5 
(0.8997) 
485.5 
(0.8987) 
517.5 
(0.9098) 
536.0 
(0.9014) 
557.5 
(0.9027) 
363.0 
(0.8895) 
439.0 
(0.8782) 
356.5 
(0.8962) 
453.5 
(0.8864) 
491.0 
(0.8872) 
507.0 
(0.9020) 
550.5 
(0.8922) 

Classical 
theory 

( /= 106) 

269.5 

328.5 

378.4 

421.5 

457.5 

487.7 

515.9 

535.0 

556.0 

360.8 

449.1 

446.4 

489.5 

501.0 

Experiment 

269.2 

326.2 

376.9 

421.0 

457.0 

486.7 

513.0 

538.5 

558.3 

361.0 

446.4 

350.7 

456.7 

492.8 

504.0 

(508.4) 

Reference 
(authors' 
initials) 

PB 

PB 

PB 

BHK 

BHK 

EKB 

EKB 

EKB 

EKB 

PB 

EKB 

PB 

EKB 

EKB 

PR 

KGW 

•Superheat limits calculated by 6-9 potential type. 

quantitative test of the classical nucleation theory in the case 
of homogeneous nucleation from vapor to liquid (Matthew 
and Steinwandel, 1983; Wagner and Strey, 1984; Kacker and 
Heist, 1985; Strey et al., 1985). In these experimental inves­
tigations, the dependence of nucleation rate on the supersat-
uration was found to be good agreement with the classical 
theory; however, the actual values of experimental and the­
oretical nucleation rate differ by several orders of magnitude 
or even more. Thus, the change in the value of macroscopic 
surface tension is necessary to bring the classical theory into 
agreement with experimental data. In fact, certain modifica­
tions to the classical theory were suggested in the homogeneous 
condensation case also. In these modifications, the free ener­
gies for formation of small clusters are calculated from the 
interaction potential directly while keeping the kinetic for­
malism of classical theory (McGinty, 1973; Hoare et al., 1980; 
Garcia and Torroja, 1981), which has been done for the ho­
mogeneous bubble nucleation case in this paper. 

As noted in the introduction, one of the crucial assumptions 
in classical nucleation theory is that the critical size bubble is 
in mechanical and chemical equilibrium. This equilibrium the­
ory, which may be applicable to the fluid at high ambient 
pressure (Skripov and Ermakov, 1964; Avedisian, 1982) cannot 
be applied to the phase transition at the superheat limit under 
an ambient pressure of 1 atm. The explosive character of the 
evaporation process in this case (Shepherd and Sturtevant, 
1982; McCann et al., 1988) may be due to the very rapid 
evaporation process, corresponding to a very large nucleation 
rate, which makes the evaporated molecules keep their satu­
rated liquid volume during this process so that the internal 
pressure of the vapor is very high (see sections 2 and 4). In 
fact, the driving force for nonlinear oscillation of a bubble 
after the complete evaporation of a droplet at the superheat 
limit depends on the difference in pressure between vapor 
within bubble and the surrounding liquid (Avedisian, 1982; 
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Table 4 Dielectric constant computed from Eq. (23-2) at the 
superheat limit Ts 

Liquid 

Propane 
Butane 
Pentane 
Hexane 
Heptane 
Octane 
Nonane 

Molecular 
weight 

44.10 
58.12 
72.15 
86.18 

100.21 
114.23 
128.26 

Superheat 
limit 
(K) 

327.5 
377.5 
421.0 
457.0 
485.5 
517.5 
536.0 

Density 
at T 

(g/cm3) 
0.4382 
0.4577 
0.4623 
0.4668 
0.4720 
0.4644 
0.4734 

Dielectric 
constant 

at Ts 

1.5617 
1.5770 
1.5748 
1.5752 
1.5787 
1.5642 
1.5791 

Kwak, 1987). Henry and Fauske (1979) also realized that the 
pressure inside the vapor space is higher than ambient pressure 
for a vapor explosion. 

The equilibrium theory leads to the following unreasonable 
result. If one assumes that the critical size bubble is in me­
chanical equilibrium and the vapors in the bubble behave either 
ideally (Doering, 1983; Volmer, 1939) or nonideally, the free 
energy needed to form such a bubble is proportional to the 
number of molecules in the bubble, say «(,. That is 

-~ = - Trr2
ccj/kT=- (/?„-/?„).- w\/kT~nb (28) 

This is a consequence of the fact that the pressure of the bubble 
in mechanical equilibrium is two-thirds of the total transla-
tional energy of molecules inside the bubble (Batchelor, 1967). 
However, the free energy to form the critical cluster is supposed 
to be proportional to nj3, as can be seen in Eq. (4-2) because 
the driving force for bubble formation, (Po-p^Vn, is ap­
proximately proportional to kTJn\n (Kwak and Oh, 1988). 

There is also an interesting side issue. It is known that the 
breakdown of molecular interactions at the superheat limit is 
accompanied by a dielectric breakdown of the liquid (Kraucki, 
1966; Felix and Ellis, 1971). Remarkably, as shown in Table 
4, the dielectric constant of hydrocarbons at the superheat 
limit have almost the same values. This implies that one might 
use the dielectric constant as a measure of the superheat limit. 

We have shown that by using a vapor bubble formation 
model, one can predict the linear and nonlinear growth and 
the collapse mechanism of a bubble formed from the fully 
evaporated droplet at the superheat limit (Kwak, 1984). Also 
this model takes into account the intensity of evaporation 
depending on the ambient pressure (Kwak, 1987). 
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Critical Heat Flux in Saturated 
Forced Conwectiwe Boiling on a 
Heated Disk With Multiple 
Impinging Jets • 
The existing data for critical heat flux (CHF) on a disk heater cooled by multiple 
impinging jets have been correlated successfully by deriving a generalized correlation 
that can predict the CHF on a disk heater cooled by a single impinging jet with high 
accuracy. The generalized correlation for the CHF for the single jet can be applied 
to predict the CHF for multiple jets with an accuracy of ±20 percent, in spite of 
a great difference in the flow situation on a disk between a single jet and multiple 
jets. 

Introduction 
Boiling provides an efficient heat transfer process for ap­

plications such as the cooling of electric components and fusion 
components. The critical heat flux (CHF), which defines the 
upper limit of the efficient range of boiling heat transfer, limits 
the maximum heat flux that may be dissipated from the com­
ponents. Enhancement of the CHF becomes important to uti­
lize the boiling heat transfer properly. An impinging liquid jet 
can, for example, be considered as a means of the CHF en­
hancement. 

The critical heat flux in saturated convective boiling with 
an impinging jet has been studied rather extensively (Monde 
and Katto, 1978; Katto and Shimizu, 1979; Monde and Okuma, 
1985; Monde, 1987; Monde and Furukawa, 1988). Generalized 
correlations, which are applicable for the CHF within a wide 
experimental range of the density ratio pt/pv = 5.3 to 1603 
and the reciprocal of the Weber number 2a/p/U2(D — d) = 
2 x 10"7 to 1(T3, have been derived by Monde (1985, 1987), 
Sharan and Lienhard (1985), and Katto and Yokoya (1988). 
The generalized correlation (1) revised by Monde (1985, 1987) 
and the generalized correlation (2) by Katto and Yokoya (1988) 
have been reconsidered through the concept of Critical Liquid 
Film Thickness on the basis of a new hydrodynamic model of 
the mechanism of the CHF proposed by Haramura and Katto 
(1983). If this concept is applied to the boiling system with 
one jet, the following equation is readily derived without em­
pirical constants and exponents (Monde, 1985): 

PvHjgU 
= 0.220(p,/pv)° 

2(7 

Plu\D-d)(l+D/d) 

Taking dimensional groups given in the above equation into 
account, Monde (1985) analyzed the existing data to give the 
following equations for the Kand /regimes, respectively: 

For the Vregime (velocity-dependent): 

-=0.221(Pl/p „)°'M 5(- 2(7 

PoHfgu " -"-'•'-»' \p,u2(D-d)(l+D/d)/ 

>(l/(l+D/d))° 

For the I regime (velocity-independent): 

(la) 
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PvHfgU 
= 0.69l(Pl/pv)° 

2a 

p,ui(D-d)(\+D/d) 

•(l/(l+D/d))-°m (lb) 

Monde (1985) and Monde and Okuma (1985) reported that 
the CHF for 

Pi/pv>61.1 

and 

D/d<18.4(p</pv)-°
A9\d/o/g(pl-pv))~

0J6 

.(2<j/Plu
2(D-d))-°m 

can be predicted by equation (la). In addition, Monde (1987) 
reported that the CHF that coexists in the V and / regimes for 
Pi/pv < 67.1 at a moderate pressure is given by the smaller of 
the values calculated from equations (la) and (lb). For the 
CHF at higher pressure, where pt/pv approaches 1, he has 
derived a different equation, which also is given in that ref­
erence. 

Although equation (la) is derived using data for a single jet 
experiment, it may be reasonable to assume that it can also 
predict the CHF data for multiple jets, the reason being that 
the multiple-jet data are measured in the region of p//pv > 
203 (see Table 1). The objective of the present study is to apply 
equation (la) for the critical heat flux in a multiple-jet con­
figuration. 

In a separate study, Katto and Yokoya (1988) also analyzed 
the same single-jet existing data to derive the following equa­
tion: 

<7c, 
= K 

PvHfgu \piit (D-d)(l+ D/d) 

where K and m are given as 

(2) 

K= (p,/Pv) (0.0166 + 7.0CO/P/)112) 

and 

m = 0.374(pv/pi)om55, for p/p.,^248.1 

m = 0.532Co„/p,)0-0794, for p,/Pv<248.1 

It may be necessary to mention that both equations (la) and 
(2) are in good agreement for p//pv > 100 because both equa­
tions are derived by analyzing the same CHF data. In addition, 
both equations (1) and (2) made the effect of the diameter 
ratio D/d on the CHF clearer and also made it possible to 
predict the CHF for a large value of D/d (Monde, 1985). 
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Table 1 Experimental range of C H F referred 

FLUID N 

WATER 2a 
2*a 

2b 

2*b 

2c 
2 * c 

2a 
2a 
2a 
2a 
2a 
2a 

2*a 
2*a 
2*a 
2*a 

3a 
3b 

4a 
4c 
4b 

R113 2a 
2*a 
2b 
2*b 

2c 
2*c 

2a 
2a 
2a 
2a 
2* a 
2* a 
2* a 
2* a 
3a 
3b 
4a 
4b 

d mm 

2 . 1 
2 . 1 

2 . 0 

2 . 0 
2 . 0 

2 . 0 
2 . 0 
2 . 0 
2 . 0 
2 . 0 
2 . 0 
2 . 0 
2 . 0 
2 . 0 

2 . 0 
2 . 0 

2 . 1 
2 . 0 

2 . 1 
2 . 0 
2 . 0 
2 . 1 
2 . 1 
2 . 0 
2 . 0 
2 . 0 

2 . 0 

2 . 0 
2 . 0 
2 . 0 
2 . 0 
2 . 0 

2 . 0 
2 . 0 
2 . 0 
2 . 1 
2 . 0 
2 . 1 

2 . 0 

L mm 

14.6 
IB .5 
18.9 
24.6 

' 18.0 
23 .5 
14 .7 
16 .6 
11 .5 
13 .8 
10.9 
13 .3 
15.9 
18 .3 
17 .5 
19 .7 
10.9 
14 .0 

9 . 1 

12 .7 
13.9 
14.6 
18 .5 
18.9 
24.6 
14 .7 
16 .6 
11 .5 
13 .8 
10.9 
13 .3 
15 .9 
18 .3 
17 .5 
19 .7 
10.9 
14 .0 

9 . 1 

13.9 

6 

29.2 
16 .7 
47 .8 
23 .7 
45.0 
23 .1 
42 .8 
36 .9 
20.4 
16.9 

8 . 0 

6 . 3 
5 . 2 
4 . 6 

25.5 
22 .3 
35 .6 
60.0 
33 .6 
45 .0 
45.0 
29.2 
16.7 
47 .8 
23.7 
42 .8 
36.9 
20 .4 
16.9 

8 . 0 
6 . 3 

5 . 2 
4 . 6 

25 .5 
22 .3 
35.6 
60.0 
33 .6 
45.0 

2L/d 

13 .9 
17 .6 
18 .9 
24 .6 
18 .0 
23 .5 
14 .7 
16 .6 
1 1 . 5 
1 3 . 8 
10 .9 
13 .3 
15 .9 
18 .3 
17 .5 
19 .7 
10 .4 
14 .0 

8.67 
12 .7 
13.9 
13 .9 
17 .6 
18 .9 
24 .6 
1 4 . 7 
16 .6 
1 1 . 5 
1 3 . 8 
10 .9 
13 .3 
15 .9 
18 .3 
1 7 . 5 
19 .7 
10 .4 
14 .0 

8.67 
13 .9 

u 

3.48 
4 .00 
4.40 
4.00 
2 .34 
2 .34 
3.80 
3.50 
3.20 
3.20 
3.00 
3.00 
3.00 
3.00 
3.90 
3.90 
2.90 
4 .10 
2 .53 
2 .34 
2 .52 
4 .37 
4 .07 
3.69 
3.66 
4 .00 
4.00 
3.90 
3.70 
3.70 
3.70 
3.40 
3 .45 
4 .30 
4 .30 
3 .37 
3 .41 
4 .38 
3.84 

m 

-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-

Is 

13 .7 
14.7 
13.4 
13 .5 
14.0 
14.0 
14.9 
14.9 
14 .8 
14 .8 
14 .8 
14.8 
14.9 
14.9 
15 .1 
15 .1 

9 . 3 

16 .8 
14.9 
14.9 
14.2 
16 .3 
16 .3 
14.6 
14.6 
13 .8 
13 .5 
15 .2 
15 .2 
13.9 
13.9 
13.9 
13.9 
13 .9 
13.9 
16 .4 
14.6 
16 .3 
16 .5 

o/CpjU 2 

1.62x10' 
2 .74 
0 .960 
0 .557 
0 .969 
0 .568 
1.29 
1 .01 
2 .13 
1.48 
2 .38 
1.59 
1.10 
0 .828 
0 .882 
0 .695 
6 .33 
1.12 
7 .89 
9 .50 
1.58 
1.83x10' 
1.14 
1.28 
0 .769 
2 .38 
1.95 
3 .24 
2 .23 
4 .29 
2 .87 
2 . 0 1 
1.51 
1.66 
1.31 
3 .24 
2 .42 
4 .79 
1.98 

(2L-d) (l + 2L/d) ) 

- 5 

-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-

-6 _ 

-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-

2.51X10" 6 

1.18 
0.890 
5.25 
3.47 
2 .30 
1.98 
1.82 
4 .57 
3.16 
5.79 
3 .88 
2 .71 
2 .04 
1.32 
1.04 
7.74 
1.87 
1.23 
6.99 
5.03 
2 . 5 3 x 1 0 " ' 
1.81 
2 . 0 

1.21 
2.84 
2.22 
4.89 
3.77 
6.05 
4.06 
3 .35 
2.53 
1.73 
1.36 
7.67 
4.37 
6.54 
3.40 

Ref. 

[1,21 
[1 ,2 ] 
[1 ,2 ] 
[1 ,2 ] 
[1 ,2 ] 
[1 ,2 ] 

[2 ] 
[2 ] 
[2 ] 
[2 ] 
[2 ] 

[21 
[2 ] 
[2 ] 
[2 ] 

[2 ] 
[1 ,2 ] 
[1 ,2 ] 
[1 ,2 ] 
[1 ,2 ] 
r i .21 
[1 ,2 ] 
[1 ,2 ] 
[1 ,2 ] 
[1 ,2 ] 

[ 2 ] 
[ 2 ] 
[2 ] 

[2 ] 
[2 ] 
[2 ] 
[ 2 ] 
[ 2 ] 

[2 ] 
[2 ] 

[1 ,2 ] 
[1 ,2 ] 
[1 ,2 ] 
[1 ,2 ] 

A symbol 2a in the column of N, for example, denotes two jets arranged on the 
center line within the disk as shown in Fig.l. 

Numbers 1 and 2 in the column of Ref. are references showing Monde et. al(1980) and 
Monde(1980), respectively. 

Density ratio PJ/P V = 1603 for water and 203 for R113. 

Incidentally, Lienhard and Eichhorn (1979), using another 
concept based on the Mechanical Energy Stability Criterion, 
and Lienhard and Hasan (1979) had made an effort to derive 
a generalized correlation predicting the CHF for disk heaters 
cooled by a liquid jet. Sharan and Lienhard (1985) finally 
proposed the following correlation: 

Wm /ioooV(r) 

m = (wej (3) 

where/(/•) and 4̂ (r) were determined empirically as functions 
of r: 

fir) =0.00171r+ 0.21 

and 

A(r) =0.486 + 0.06052(ln r)-0.0378(ln r)2 + 0.00362(ln rf 

It should be pointed out that equation (3) is applicable only 
within certain limits, namely: 

Fr = « / V i D > 8 (3a) 

and 
/3/Re1/3<0.4 (3b) 

It may also be noted that it cannot predict the CHF for a large 
value of D/d, which equations (la) and (2) can predict. 

All generalized correlations show that the CHF decreases 
with increasing diameter of the disk heater and diameter ratio 
of D/d. As a result, the maximum heat flux provided by the 
impinging jet decreases with the increase in D. Therefore, in 

Nomenclature 

A(r) 

C 
D 
d 

Fr 
fir) 

g 
H, 'Si = 

K = 

L = 

exponent in equation (3) and 
a function of r 
constant in equation (4) 
diameter of a disk heater 
diameter of an impingingjet 
Froude number = u/^fgD 
function of r in equation (3) 
gravitational acceleration 
latent heat of evaporation 
constant in equation (2) and 
a function of r 
maximum distance from the 

jet position to the point in 
the domain controlled by the 
jet (see Fig. 1) 

m = exponent in equation (2) and 
a function of r 

N = number of impinging jets 
n = exponent in equation (4) 

qco = critical heat flux for satu­
rated boiling 

Re = Reynolds number = ud/v 
r = density ratio = p\/pv 

u = velocity of a liquid jet at the 
nozzle exit 

We 
J8 

Pi 

Pv 
a 

Weber number = p\U d/a 
diameter ratio = D/d 
a half angle of radial flows 
colliding at the maximum 
length point 
kinematic viscosity 
density of saturated liquid 
density of saturated vapor 
surface tension 
Kutateladze number = 
qco/pJiSgu 
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order to cool a large surface effectively, it would be necessary 
to employ multiple impinging jets. 

Monde et al. (1980) and Monde (1980) measured the critical 
heat flux of water and R113 in saturated forced convective 
boiling with multiple impinging jets at atmospheric pressure. 
They reported that the CHF can be predicted by 

-^-=C(p,/pv)
n(a/piU2L)l/3/(l+0.00U3(2L/d)2) (4) 

PvHfgU 

where C and n in equation (4) are given as: 
For the CHF occurring at the boundary of the disk heater 

C = 0.150 and n = 0.615 

For the CHF occurring at the center of the disk heater 

C=0.0941 and n = 0.646 

It is noted that this equation is in a form similar to the equation 
(see Monde, 1985) for the single jet, although the behavior of 
the liquid flow on the disk heater becomes very complicated 
compared to that of the single jet. However, since equation 
(4) was proposed before Haramura and Katto published their 
new hydrodynamic model of CHF, we were not able to clarify 
the effect of D and d on the CHF. Consequently it now is of 
interest to rearrange equation (4) in a form similar to equations 
(1) and (2), which yield 

-qco - = C(pl/pv)"{ —y——^-———-) g(2L/d) 
PuH/gU 

where 

g(2L/d) = 

PiUl(2L-d)(\+2L/d) 

((2L/df-iyn 

(d/L)m(l+0.00m(2L/d)2) 

(4a) 

The function g(2L/d), whose characteristics were described by 
Monde (1985), gives the effect of 2L/d on the CHF. 

In light of new CHF data, and the role of D and d having 
been clarified, the authors have concluded that equation (la) 
is valid for a single jet as well as for multiple jets, and that it 
is more accurate than equation (4). 

Relative Location of the Jets on the Disk Heater 
Figure 1 shows possible locations of the jets on the disk 

heater and the domain controlled by a single jet. The distance 
L in Fig. 1 denotes the maximum flow length from the position 
of the jet to the boundary of the domain. The angle 8 is defined 
by the common line to two domains and L. Table 1 shows 
experimental ranges of the CHF for a given number of jets 
(Monde et al., 1980; Monde, 1980). 

Correlation of Critical Heat Flux 

CHF for Two Impinging Jets (TV = 2). To analyze the effect 
of D and d on the critical heat flux, one starts by testing the 
applicability of the dimensionless parameter a/piU2(2L — d)(l 
+ 2L/d) obtained by replacing D with 2L in equations (1), 
(2), (3), and (4), where the length 2L plays the same role as 
the diameter. For the sake of comparison, equation (3) ob­
tained by Sharan and Lienhard is plotted after rearrangement, 
which gives 

'"(1ooo((f)V^"n 
PvHfgU 

=/{r) 

p,u2(2L-d)(l+2L/d) 

A(ry 

(5) 

We note that A (r) needs be specified and in the present study, 
A (/•) is calculated for water and R113. Equations (la) and (4) 
are also reported on Figs. 2 and 3. The parameter D/d in all 
three equations (1), (4), and (5) must be fixed and is chosen 

N: Number of jets 

O: Position of impinging jets 

:̂ Domain controlled by an impinging jet 

Row a: jets impinging inside disk 

Row b: Jets impinging right outside disk 

Row c: Jets impinging on the edge 

Fig. 1 Relative location of the jets on the disk heater (note: * means 
that the two jets are not located on a diameter) 

to be equal to 10 throughout the discussion, which is within 
the experimental range. 

Figure 2 shows the CHF data for TV = 2 and TV = 2*, where 
qco/pJHfgU are plotted against a/p:u

2(2L - d)(l + 2L/d).Tht 
dot-dash line is a plot of equation (2), the heavy solid line 
shows equation (la), the broken line equation (4), and the light 
solid line equation (3). 

The terms in the first brackets of equation (5) turned out 
to play a minor effect on the CHF, which changes by only 0.6 
percent for water and by 6.0 percent for R113, as 2L/d varies 
from 5 to 20. For the same variation of 2L/d, the term (1 + 
2L/d) in equation (la) decreases by almost 3 percent, and g(2L/ 
d) in equation (4a) decreases by about 34 percent (see Monde, 
1985, for details). A complete comparison of the four gen­
eralized correlations is presented in Table 2. 

Figure 2 and Table 2 reveal that the CHF data for TV = 2 
and TV = 2* can be predicted with an accuracy of ±20 percent 
by equation (la). However, equations (3) and (4) give a better 
fitting for the CHF of water for small values of 2L/d. For 
large 2L/d, it should be recalled that equation (3) is not ap­
plicable (see equation (3a) in Fig. 2) and it is noted that equation 
(4) is less accurate for the reasons given by Monde (1985,1987). 
Table 2 shows that the maximum deviations of data from 
correlation (2) are higher than that from correlation (la). As 
we will see later, the deviations get worse for TV = 3 and 4, 
and consequently, correlation (la), which was derived from 

' single-jet data, is valid for a two-jet configuration. It is in­
teresting to note that it is accurate enough even if the jets 
impinge very close to the edge of the disk heater. 

CHF for Three or Four Impinging Jets (TV = 3 or 4). Figure 
3 shows the CHF data for TV = 3 and 4 where qaj/pJlfgU are 
plotted against a/p,u\2L - d)(\ + 2L/d). The same heavy 
solid, light solid, dot-dash, and broken lines shown in Fig. 2 
are reported in Fig. 3. The case of three or four impinging jets 
differs from the case of two jets in that CHF can occur at the 
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1 
N = 2 and N 

Eq. (3-a) for R113, 
2L/d=20 S d=2mm 

Eq.(3-a) for R113, 
2L/d=10 6 d=2mm 

e 
O 4 7 . 8 
• 4 5 . 0 
A 4 2 . 8 
V 3 6 . 9 
O 2 9 . 2 
» 2 3 . 7 
a 2 3 . 1 
<> 1 6 . 7 

2L/ 
18 
10 
14 
16 
13 
24 
23 
17 

d 
9 
0 
7 
6 
9 
6 
5 
6 

d/tP1u
2(2L-d)(l+2L/d)} 

Fig. 2(a) Correlation of CHF data for N = 2 and W = 2* 

N t o * C ^ a a r f 

«a-

«ft 

6 ^ 

a t 

J3+ 

j o t 

5 ^ E q . ( 3 - a ) 
2L/d=20 

f o r 
& d 

^£r 

w a t e r , 
=2mm ± d! 

1 0 - 4 

o / ( P i U 2 ( 2 L - d ) ( l * 2 L / d ) ) 

Fig. 2(b) Correlation of CHF data for N = 2 and A/ = 2* 

3n, 1-0 

1 

S I 
C et f i t»* 

N • 3 
6 2 L / d 

0 35.6 10.4 
A 60.0 14.0 

H - 4 
8 2L/d 

D 33.6 8.67 
O 45.0 12.7 
V 45.0 13.9 

1 I I I I I 

o / [ p 1 u 2 ( 2 L - d ) ( l + 2 L / d | ) 

Fig. 3 Correlation of CHF data for A/ = 3 and 4 
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Table 2 Average (AVG) and root-mean-square (RMS) errors with various 
predictions 

Fluid N 

Water 2a 
2*a 
2b 
2*b 
2c 
2*c 
2a 
2a 
2a 
2a 
2a 
2a 
2*a 
2*a 
2*a 
2* a 
3a 
3b 
4a 
4c 
4b 

R113 2a 
2* a 
2b 
2*b 
2c 
2*c 
2a 
2a 
2a 
2a 
2* a 
2*a 
2* a 
2* a 
3a 
3b 
4a 
4b 

6 

29.2 
16.7 . 
47.8 
23.7 
45.0 
23.1 
42.8 
36.9 
20.4 
16.9 
8.0 
6.3 
5.2 
4.6 

25.5 
22.3 
35.6 
60.0 
33.6 
45.0 
45.0 
29.2 
16.7 
47.8 
23.7 
42.8 
36.9 
20.4 
16.9 
8.0 
6.3 
5.2 
4.6 

25.5 
22.3 
35.6 
60.0 
33.6 
45.0 

2L/d 

13.9 
17.6 . 
18.9 
24.6 
18.0 
23.5 
14.7 
16.6 
11.5 
13.8 
10.9 
13.3 
15.9 
18.3 
17.5 
19.7 
10.9 
14.0 
8.67 

12.7 
13.9 
13.9 
17.6 
18.9 
24.6 
14.7 
16.6 
11.5 
13.8 
10.9 
13.3 
15.9 
18.3 
17.5 
19.7 
10.4 
14.0 
8.67 

13.9 

NUM 

13 
23 
11 
14 
7 
7 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 

17 
18 
21 
3 

14 
14 
8 

13 
13 
6 
6 
5 
6 
6 
6 
6 
6 
6 
6 

14 
14 
14 
15 

Eq. 

AVG 

15.8 
11.8 
-2.0 
2.2 

13.8 
4.7 

-10.3 
-3.1 
5.1 

-11.8 
-15.6 
-16.8 
-2.5 

-15.3 
-9.7 

-17.0 
-5.9 

-20.8 
-16.5 
-8.7 

-17.1 
-5.5 

-10.5 
-17.2 
-7.4 
-8.5 
6.1 

-0.4 
-7.6 
-2.7 

-13.7 
0.8 

-10.3 
-10.9 
-14.6 
25.7 

-23.8 
13.5 

-10.4 

(l-a| 

RMS 

18.6 
16.9 
8.8 
8.2 

15.1 
6.8 

10.9 
6.2 

12.5 
13.4 
16.6 
17.5 
3.1 

16.1 
11.5 
17.3 
12.0 
22.2 
18.4 
11.0 
17.6 
14.9 
20.6 
18.5 
13.1 
10.3 
7.3 

12.0 
9.7 

11.4 
14.7 
9.2 

12.1 
13.2 
16.0 
29.4 
25.1 
21.2 
12.3 

Eq. 

AVG 

8.4 
3.6 

-9.4 
-6.3 
5.6 

-3.9 
-16.2 
-9.9 
-1.0 

-17.3 
-20.2 
-21.9 
-9.1 

-21.6 
-16.3 
-23.3 
-10.4 
-26.0 
-20.1 
-13.3 
-22.4 
18.1 
11.8 
3.2 

15.1 
14.4 
32.5 
24.8 
15.7 
22.0 
8.0 

25.8 
12.0 
11.2 
6.5 

57.3 
-4.7 
42.5 
11.9 

(2) 

RMS 

12.5 
11.5 
12.3 
9.7 
8.0 
6.3 

16.6 
11.2 
10.2 
18.6 
20.9 
22.4 
9.3 

21.9 
17.2 
23.5 
14.3 
27.0 
21.5 
14.5 
22.8 
25.1 
25.5 
9.3 

20.4 
16.3 
32.9 
29.3 
17.6 
26.3 
10.6 
28.0 
14.7 
14.3 
10.4 
60.1 
11.3 
47.3 
14.5 

Eq.(3) 

AVG 

34.4(7) 
33.4(1) 
- (0) 
- (0) 
- (0) 

. - (0) 
1.0(3) 

14.2(1) 
22.1(5) 
-5.2(3) 
-1.3(5) 
-2.7(4) 
9.6(2) 
- (0) 

11.1(1) 
- (0) 

12.9(13) 
-7.6(11) 
-0.3(19) 
17.3(1) 
-4.4(9) 
13.4(8) 
30.1(1) 
- (0) 
- (0) 

10.2(3) 
18.2(1) 
27.6(4) 
14.1(4) 
22.9(6) 
4.8(4) 
4.0(2) 

- (0) 
- (0) 
- (0) 

62.8(13) 
-2.8(9) 
47.0(14) 
11.0(7) 

RMS 

35.5 
33.4 

-
-
-
-
3.3 

14.2 
25.8 
6.0 
6.7 
4.4 
9.7 

-
11.1 

-
17.3 
11.2 
9.5 

17.3 
7.2 

21.5 
30.1 

-
-

11.4 
18.2 
28.6 
15.0 
24.4 
7.4 
4.1 

-
-
-

65.4 
7.6 

50.2 
13.1 

Eq. 

AVG 

14.8 
12.2 
-0.4 
13.0 
14.9 
13.7 

-11.1 
-3.3 
5.5 

-12.5 
-14.6 
-17.4 
-3.0 

-14.4 
-9.4 

-14.8 
-3.5 
-0.7 

-11.5 
7.6 
4.2 

-13.8 
-17.2 
-22.2 
-5.6 

-16.6 
-2.6 
-8.0 

-15.8 
-9.5 

-21.1 
-7.7 

-16.5 
-17.5 
-19.3 
18.1 
-5.9 
10.3 
8.9 

(4) 

RMS 

17.7 
17.0 
8.6 

15.7 
16.3 
14.9 
11.8 
6.6 

12.0 
14.4 
15.6 
18.0 
3.5 

15.0 
11.1 
15.2 
11.1 
9.7 

14.2 
9.4 
6.8 

18.5 
23.3 
23.0 
12.0 
17.3 
4.7 

13.0 
16.6 
13.5 
21.6 
11.9 
17.3 
19.0 
20.2 
22.5 
11.0 
18.4 
13.3 

Both average and r.m.s errors are presented in percentages. 
NUM represents the number of the CHP data. 
A number in the parenthesis gives the number of available data 

to which equation(3) can be applicable. 

center; depending on the relative position of the three or four 
jets, CHF takes place either at the edge or at the center, in 
which case the two-dot-dash line illustrates equation (4). 

In this configuration, equation (la) again predicts the CHF 
for water within ±20 percent, as shown in Table 2 and Fig. 
3. It gives the best fitting among the four equations. 

For Rl 13, there is a significant scatter between the data and 
the predicted values. However, for a given 6 and 2L/d, the 
trend in the set of data is conserved and given by equation 
(la). A reason why the dispersion becomes larger for R113 
than for water would be related to the splashed droplets, which 
are generated due to the strong ejection of vapor during the 
violent nucleate boiling near the CHF. In addition, this dis­
persion may be partly caused by possible contamination during 
experiments. 

From visual observations (Monde and Katto, 1978; Monde 
et al., 1980; Katto and Ishii, 1978; Mudawwar et al., 1987), 
the angle of the splashed droplets for Rl 13 is very small com­
pared to that for water. As a result, the splashed droplets for 
N = 3 and 4 may play an important role in the enhancement 
of the CHF by the following fact: The droplets collide with 
each other above the disk heater due to the small splashed 
angle and some of them return to it. Incidentally, Baines et 
al. (1984) and Grimly etal. (1988a, 1988b) noted that the critical 
heat flux in flowing liquid film is increased by using a flow 
deflector, which returns the splashed portion of the liquid film 
to the surface. 

Although equation (4) is slightly superior to equation (la) 
in correlating the CHF data for N = 3 and 4, equation (la) 
can predict the CHF for N = 3 and 4 with a tolerable agree­
ment, in such case it can be applied to predict the CHF not 

only for the multiple impinging jets but also for the single 
impinging jet. 

Characteristics of the CHF for Impinging Jets 
The critical heat flux for the single jet as well as the multiple 

jets can be predicted by equation (la). Consequently the cor­
relation is independent of the number of the jets, though one 
must focus on the domain controlled by a single jet (see Fig. 
1). This is correctly supported by the observation of the liquid 
flow on the disk heater just before the CHF takes place (Monde 
et al., 1980). In addition, it may also be estimated from the 
flow aspect just before CHF observed by Baines et al. (1984) 
and Grimly et al. (1988a). 

Finally, it seems that the fact that the CHF not only for the 
single jet but also for the multiple jets can be predicted by 
equation (la) would support the Haramura and Katto model 
for the CHF mechanism on the basis of the concept of Critical 
Liquid Film Thickness on a high heat flux nucleate boiling 
surface. Within its range of applicability, equation (3) derived 
from the concept of Mechanical Energy Stability Criterion 
predicts the data as well as does equation (la). 

Conclusions 
The existing CHF data for the forced convective boiling with 

multiple impinging jets are analyzed, yielding the following 
results: 

1 The characteristics of the CHF for the single jet and the 
multiple jets are totally similar in the domain controlled by 
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the jet, in spite of the difference in the appearance of the thin 
liquid film flow on the disk heater. 

2 Equation (la) predicting the CHF for the single jet can 
be extended to the CHF for the multiple jets and can correlate 
these data with an accuracy of ±20 percent. 
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Experimental and Numerical 
Analysis of Low-Temperature Heat 
Pipes With Multiple Heat Sources 
A numerical analysis and experimental verification of the effects of heat load dis­
tribution on the vapor temperature, wall temperature, and the heat transport capacity 
for heat pipes with multiple heat sources is presented, A numerical solution of the 
elliptic conjugate mass, momentum and energy equations in conjunction with the 
thermodynamic equilibrium relations and appropriate boundary conditions for the 
vapor region, wick structure, and the heat pipe wall are given. The experimental 
testing of a copper-water heat pipe with multiple heat sources was also made showing 
excellent agreement with the numerical results. An optimization of the heat distri­
bution for such heat pipes was performed and it was concluded that by redistribution 
of the heat load, the heat capacity can be increased. 

Introduction 
Since the invention of the heat pipe by Grover et al. (1964), 

many investigations have been performed concerning heat pipe 
operating limits, heat pipe applications, and design modifi­
cations to improve heat pipe performance. Because of the 
simplicity of design and ease of manufacture and maintenance, 
heat pipes have found applications in a wide variety of areas 
(Chi, 1976; Dunn and Reay, 1982), such as energy conversion 
systems, cooling of nuclear and isotope reactors, cooling of 
electronic equipment, and high-performance space applica­
tions. The performance of a heat pipe is critical and is often 
judged in part by the amount of heat a unit length of the heat 
pipe can transport under a uniform heat load. 

Advanced spacecraft electronic cooling systems will require 
heat transport loops and heat pipes that have multiple heat 
sources in series along the heat flow path separated by uniform 
and nonuniform distances. In addition, thermal management 
for advanced spacecraft and hypersonic vehicles also motivated 
the analysis and performance evaluation of heat pipes with 
multiple heat sources. Military applications of such heat pipes 
are the cooling of leading edges and nose cones of re-entry 
vehicles and cooling rail guns and laser mirrors. Future hy­
personic vehicle structures will also require high-performance 
heat pipes with multiple evaporators for regions subjected to 
high-intensity heating, where large quantities of heat must be 
absorbed and the heating distribution is not uniform. In gen­
eral, the conventional analytical methodology developed for 
single evaporator heat pipes cannot be applied to multiple 
evaporator heat pipes with nonuniform heat loads. 

Many investigators have examined the problem of vapor 
flow in circular and annular heat pipes under uniform heating 
loads using numerical and analytical methods. The majority 
of these investigators neglected the effect of the wick and the 
heat conduction in the pipe wall. Compressible vapor flow 
analysis is also needed for the sonic conditions. A recent de­
tailed literature survey concerning the thermal modeling of 
heat pipes is given by Chen and Faghri (1989). The review 
covers both analytical and numerical methods, transient and 
steady conditions as well as one- or two-dimensional modeling. 
Some of the most recent investigations are by Busse (1987), 
Faghri and Parvani (1988), Issacci et al. (1988), Bowman and 
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Hitchcock (1988), Cao et al. (1989), Faghri and Thomas (1989), 
Faghri (1989), Chen and Faghri (1990), Faghri and Chen (1989), 
and Jang et al. (1990, 1991). 

Gernert (1986) attempted the analysis of heat pipes with 
multiple heat sources with the use of superposition and the 
extension of the existing theories for a single evaporator heat 
pipe. It is clear that one cannot use superposition for fluid 
flow analysis due to the nonlinearity of the momentum equa­
tions. Furthermore, axial conduction is neglected, which can 
play an important role with multiple heat sources. The objec­
tive of this paper was to achieve the following: 

1 The formulation of a detailed mathematical model with 
numerical results for predicting the performance of heat pipes 
with multiple evaporators. This was accomplished by solving 
numerically the complete mass, momentum, and energy equa­
tions in the vapor region, wick structure, and the heat pipe 
wall for heat pipes with multiple heat sources as a conjugate 
problem. This new model includes the effect of liquid flow in 
the wick, which is important for low-temperature heat pipes 
rather than assuming pure conduction through the wick as was 
done by Chen and Faghri (1990). 

2 The experimental testing of a copper-water heat pipe with 
multiple evaporators using various heat loads in each evapo­
rator for model verification as well as optimization of the heat 
distribution for such heat pipes. 

Mathematical Modeling and Numerical Analysis 
Fluid mechanics and heat transfer problems in heat pipes 

are categorized into three basic types: vapor flow in the core 
region; liquid flow in the wick; and heat conduction in the 
heat pipe wall. Most of the analytical and numerical studies 
on heat pipes have been done on the vapor region for the case 
of uniform heating and cooling with one evaporator section. 
In this study, all three effects are considered. 

The physical problem under consideration is a conventional 
heat pipe with multiple heat sources, as shown in Fig. 1(a), 
which is divided into three regions, namely, the vapor flow 
region, the liquid-wick, and the solid wall. It is assumed that 
the vapor flow in all segments of the heat pipe, i.e., the evap­
orator, adiabatic, and condenser sections, is operating under 
laminar, subsonic, and steady conditions. Nonuniform radial 
inflow and outflow boundary conditions are needed to model 
evaporation and condensation. Since the heat pipe is closed at 
both ends, it is required that the vapor that flows out of the 
evaporator segments enter into the condenser section. The 
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Fig. 1(a) Multiple evaporator heat pipe and coordinate system 
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Fig. 1(D) Low-temperature heat pipe with multiple heat sources: ther­
mocouple locations 

equations for conservation of mass, momentum, and energy 
for the compressible vapor flow region including viscous dis­
sipation are 

T - (pvwv) + - — (p„rv„) = 0 
dz r dr 

dw„ dwv\ dpv 4d2wv ld_( dw_v 

3 dz2 + r dr\ dr 

1 d / dvv\ 2 d \ d 

dvv dvb 

dPv , 

dT„ , .. 37"„ 
h 

k. 

d2vv ±±( dvA_H 1 d2wv 

dz2+3rdr\ dr) 3r2 + 3dzdr 

(1) 

(2) 

(3) 

PvCp,v\Wu—+Vu ^ 

mh% + v^+wv^ + fiv<p (4) 

where 

4> = 2 

and 

dw, 

~dz 

• 1 

+ 2 
dvv 3w, 

dz dr - 3 ( V ' V ) 

r or dz 

The perfect gas law (pv = pvRTv) is employed to account for 
the compressibility of the vapor. 

The use of liquid capillary action is the unique feature of 
the heat pipe. From a fundamental viewpoint, the liquid cap­
illary flow in heat pipes with screen wicks should be modeled 
as a flow through a porous medium. It is assumed that wicking 
material is isotropic and of constant thickness. In addition, 
the wick is saturated and the vapor condenses and the liquid 
evaporates at the vapor-liquid interface. 

The averaging technique was applied by many investigators 
to obtain the general governing equation, which describes the 
conservation of momentum in a porous structure. Since the 
development of Darcy's semi-empirical equation, which char­
acterizes the fluid motion under certain conditions, many sci­
entists have tried to develop and extend Darcy's law in order 
to see the effect of the inertia terms. In this respect, those who 
have tried to model the flow with the Navier-Stokes equations 
were the most successful. 

The general equations of motion and energy for steady-state 
laminar incompressible liquid flow in porous media in terms 
of the volume-averaged velocities (Bachmat and Bear, 1986) 
are 

dvf/ dw/ 
PlVl— + PtWi— = 

dr dz 
dpi , 

~Tz+IXl 

dvi dvi dp i 
PMT:+PIWI—= - — + w dr dz 

37} 

dr 

37} 
pW»-£+y" dz 

Li. 
r dr 

ld_ 
r dr 

keft 

e 

dvi 

~dr 

11. 
r dr 

d2W/ 
"d? 

d2v, 

dT, 
dr 

_ WrVl 

d2f, 

dz2 

(5) 

(6) 

(7) 

For only a capillary jacket when the pores in the isotropic 
wicking material are completely filled with liquid, 

e, = ez = e ^ 

The above assumption was made in all the numerical results 
presented in this paper. The method of calculated the effective 
thermal conductivity of the wick, ksa, from the thermal con­
ductivity of the solid and liquid phases is given by Chi (1976), 

k,[(k, + ks)-(l-e)(k,-ks)] 
keff — • 

Uk,+k,) + (i-e)(k,-kt)] 
(9) 

N o m e n c l a t u r e 

P 
A = area, m2 p* 
a = inner radius of vapor space, m Q 
b = inner radius of heat pipe, m R 
c = outer radius of heat pipe, m r 

cp = specific heat at constant pres- S 
sure, J/kg-K T 

h/g = latent heat of vaporization, J / V 
kg v 

K = permeability, m2 w 
k = thermal conductivity, W/m-K z 

LT = total heat pipe length, m e 
m = mass flux, kg/m2-s n 

pressure, N/m 
modified pressure, N/m2 

heat input, W 
gas constant, J/kg-K 
radial coordinate, m 
source term 
temperature, K 
net velocity vector, m/s 
radial velocity, m/s 
axial velocity, m/s 
axial coordinate, m 
porosity 
dynamic viscosity, kg/m-s 

p = density, kg/m 
modified density, kg/m 

Subscripts 
eff = effective 

/ = liquid or liquid-wick 
o = properties at liquid-vapor inter­

face 
r = r direction 
s = wick structure material 
v = vapor 
w = wall 
z = z direction 
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The steady-state energy equation that describes the temperature 
in the heat pipe wall is 

d_ 

dz 

' dT„\ 1 d I dTw\ 
(10) 

where kw is the local thermal conductivity of the heat pipe 
wall. The boundary conditions are 

w(0, r) = y(0, r) = 0 

w(LT, r) = v{LT, r) = 0 

w(z, a) = 0 

w(z, b) = 0 

dw dv 
¥ U , 0 ) = - ( , , 0 ) = 0 

. dT, 

v(z, a)=-

+ k. 

Pvhfg 

v(z,b) = 0 
AT1 t\T 

^(o,,)=-(xr,,) = o 

T(z,a)-
1 

To hfg p0 

kw^(z,c) = ±Q(z) 

(11) 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 

(20) 

In boundary condition (20), the heat flux was constant and 
positive under the active evaporators and zero in all adiabatic 
and transport sections and the inactive evaporators. In the 
condenser section, the heat flux was assumed to be uniform 
and negative based on the total heat input through the evap­
orators. The temperature along the vapor-liquid interface is 
taken as the equilibrium saturation temperature corresponding 
to its equilibrium pressure condition. By the above procedure, 
the effect of energy conduction in the heat pipe wall and the 
liquid flow in the wick is taken into account. 

For simplicity and generality, the problem should be solved 
using conjugate heat transfer analysis as a single domain prob­
lem. To achieve this, one should generalize the conservation 
equations for mass, momentum, and energy such that each 
conservation equation should have the same source term for 
the energy equation in terms of temperature as a dependent 
variable for the three regions (i.e., wall, wick, and vapor). In 
addition, the continuity of temperature, heat flux, and mass 
flux should be satisfied at each of the interfaces, along with 
some special boundary conditions such as thermodynamic 
equilibrium. The following approach is not only very beneficial 
for those who develop their own computer program to solve 
this heat pipe problem, but also for those who wish to use the 
existing commercial codes to set up this problem. 

The energy equation can be written in terms of temperature 
as 

DT k 
• V T + (21) 

y-p *-p 

Here S is the source term, which includes viscous dissipation 
and pressure work. It should be noted that solving the problem 
in terms of enthalpy does not preserve the condition of tem­
perature continuity at an interface when harmonic averaging 
is employed and leads to an incorrect calculation of diffusion. 

For the vapor region, the energy equation is 

DT kv 2rT, S 
p „ — = -±v2T+~ (22) 

Multiplying both sides of the energy equation for the liquid-
wick region by cp/cp 

Pr 

results in 

k, 
*-p,v 

c„,DT 

Dt = —- v c„ ^p,v •*-" **p,v **P,v 

Similarly, the energy equation for the heat pipe wall is 

Cn u> Dl Kw ? „ , O 

Dt -=— vzr+-

(23) 

(24) 
*-p,v •£^1 ^p,v ^p,v 

It should be noted that since u = v = 0 in the heat pipe wall, 
the term S is equal to zero. 

From this transformation, we observe the following: 
1 The source term for the energy equation is divided by 

cptV for all three regions. 
2 One needs to set up the density equal to the modified 

density p* for different regions, i.e., p„ for vapor, pfipj/cPtV 

for liquid, and p^cP:W/cPiV for solid. 
3 The diffusion coefficients contain only on cp, namely, 

cPiV. The transformation makes possible an exact representa­
tion of diffusion across an interface when the harmonic average 
is used for the diffusion coefficient at the interfaces. 

The momentum equation for the vapor flow does not need 
any special treatment since p* =pv in the vapor region. In the 
wick region, the momentum equation can be transformed in 
the same manner, giving 

Dt 
= ~Vp* + v,p*\-

v,P*e\ 
K 

(25) 

We observe the following: 
1 A source term should be added in the momentum equa­

tion for the porosity effect in the wick region. 
2 The pressure solved for is the modified pressure/?*, which 

is proportional to the actual pressure. The actual pressure drop 
between two points in the flow fluid can be calculated as 
AP=(c/,,„/Cp,,)Ap*. 

The transformed continuity equation can be written as 

V-(p*V) = 0 (26) 

The finite-difference iteration method of solution developed 
by Spalding (1980) is employed in the solution of the elliptic 
governing equations (1)—(10) subjected to the boundary con­
ditions (11)-(20). In this methodology, finite-domain equations 
are derived by integration of the differential equations over a 
control volume surrounding a grid node. The source terms due 
to viscous dissipation and pressure work in the energy equation, 
and the source term due to the porous matrix in the momentum 
equation are linearized, and the "SIMPLEST" practice 
(Spalding, 1980) was employed for the momentum equations. 

Table 1 Design summary of the low-temperature heat pipe 
with multiple heat sources 

Container material 
Wick material 
End cap material 
Length 
Container o.d. 
Container i.d. 
End cap thickness 
Screen mesh number 

Screen wire diameter 
Screen wick thickness 
Vapor core diameter 
Working fluid 
Fluid charge 
Evaporator length* 
Transport length 
Condenser lengthf 

Copper 
Copper 
Copper 
1000 mm 
25.4 mm 
22.0 mm 
3.175 mm 
1.97xl03m-' 
(50 mesh) 
0.178 mm 
0.712 mm 
20.5 mm 
Distilled water 
40 cm3 

(4) @ 63.5 mm 
180 mm 
300 mm 

'Evaporators separated by 75.3 mm adiabatic sections with a 20 mm adiabatic 
section between the evaporator end cap and evaporator 1. 

f20 mm adiabatic section between the condenser and the condenser end cap. 
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Fig. 2 Low-temperature heat pipe with multiple heat sources: experi­
mental test setup 

The solution procedure is based on a line-by-line iteration 
method in the axial direction and the Jacobi point-by-point 
procedure in the radial direction. 

The energy equation is not continuous at the vapor-liquid 
interface due to the latent heat of evaporation and conden­
sation. The term mh/g must be added as a source term in the 
energy equation at the vapor-liquid interface. For the first few 
iterations, it was assumed the heat flux at the liquid-vapor 
interface is equal to the outer wall heat flux. An exact energy 
balance given by equation (16) is satisfied after these initial 
iterations. 

The computation proceeded until the sum of the absolute 
volumetric errors over the whole field was negligibly small 
(<1(T6). The numerical results were also tested for grid in­
dependence by systematically varying the number of grids in 
both the r and z directions. This was done for both uniform 
and nonuniform grids in both directions in each radial com­
ponent. For the numerical results presented here, the final grid 
sizes for all of the cases presented were chosen as follows: 100 
x (20 + 5 + 10) = (axial) X [(radial vapor) + (radial liquid-
wick) + (radial solid wall)]. The difference between this final 
grid specification and 50 X (10 + 5 + 5) = (axial) x [(radial 
vapor) + (radial liquid-wick) + (radial solid wall)] was less 
than 5 percent. 

Experimental Apparatus and Procedure 
The low-temperature heat pipe was a copper-water heat pipe 

designed to operate at a vapor temperature of 60-100°C. The 
compatibility and efficiency of the copper-water heat pipe is 
well documented in heat pipe literature. 

The heat pipe shell and end caps were fabricated from stand­
ard composition copper (UNS-C12200). The heat pipe shell is 
1000 mm in length with an outside diameter of 25.4 mm, and 
a wall thickness of 1.7 mm. The ends of the heat pipe shell 
were machined so that the end caps fit snugly. A simple cir­
cumferential screen wick consisting of two wraps of 50 per 
inch mesh copper screen was installed to provide a liquid return 
path to the evaporators. A summary of the design specifica­
tions for the heat pipe is given in Table 1. 

All of the heat pipe parts were carefully fitted, cleaned, and 
deoxidized using standard procedures (Chi, 1976), and the end 
caps were brazed to the heat pipe shell using Harris 15 filler 
rod. The interior of the heat pipe was protected from oxidation 
during brazing with a cover layer of hydrogen. A bellows-type 
valve was attached to the heat pipe fill tube to facilitate sealing, 
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Fig. 3 Ar^n^po, versus heat input for different single evaporator op­
erations 

purging, and charging of the fluid inventory inside the heat 
pipe. 

The heat pipe has four independently controlled evaporators 
in the evaporator section. Each evaporator consists of a 63.5-
mm-long 257-W Minco Thermofoil heater clamped to the heat 
pipe (Fig. lb). Power input for each heater was supplied by a 
120-V variable a-c transformer and measured with a Fluke 77 
multimeter, which has an accuracy of approximately ±2 per­
cent of the reading. Heat was removed from the condenser 
section by a 300-mm-long copper water-cooled manifold cal­
orimeter mounted to the heat pipe. Thermocouples in the cal­
orimeter inlet and outlet and mass flow measurements allow 
the power output from the calorimeter to be calculated and 
compared to the electrical input power so that accurate heat 
pipe power levels were obtained. 

All heat pipe vapor and wall temperatures were measured 
with standard Type K thermocouples, which have been cali­
brated with an accuracy of ±0.3°C. There were thirteen wall 
thermocouples and six vapor space thermocouples (Fig. lb). 
Wall temperatures in the adiabatic sections were measured with 
beaded thermocouples clamped to the heat pipe shell. Four 
sheathed thermocouples were soft-soldered to the heat pipe 
wall within the calorimeter. These thermocouples exit the cal­
orimeter through shallow grooves machined in the heat pipe 
wall. Wall temperatures at the axial center of each evaporator 
were measured with sheathed thermocouples soft-soldered to 
the heat pipe shell. These thermocouples exit the evaporator 
sections through a shallow groove in the heat pipe wall. The 
heat pipe was evacuated to a pressure of 10" torr prior to 
wall thermocouple soldering to prevent interior oxidation. Va­
por temperatures were measured with a 4.7-mm-dia type 316 
stainless steel sheathed multipoint thermocouple mounted ax-
ially within the heat pipe vapor space. The multipoint ther­
mocouple exits the heat pipe through a tube in the evaporator 
end cap and was swaged in place to provide a leak-tight seal. 

After the installation of all thermocouples and heaters, the 
heat pipe was processed in a specially built heat pipe filling 
station. The heat pipe was evacuated to a pressure of 10" 
torr and filled with 40 cm3 of degassed, distilled water. 

A schematic of the test setup is shown in Fig. 2. The heat 
pipe was mounted horizontally on an optical bench. The optical 
bench was equipped with adjustable base plates to allow for 
precise leveling of the heat pipe assembly. The thermocouples 
were read by a Fluke 2285B Data Logger. Cooling water was 
supplied to the calorimeter by a centrifugal pump connected 
to a constant head reservoir in order to maintain a steady 
coolant flow. A coolant preheater was located prior to the 
calorimeter inlet to allow greater flexibility in the heat pipe 
operating temperature. The entire length of the heat pipe as-
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Table 2 Low-temperature heat pipe with multiple heat sources 
test matrix; power listed is experimental capillary limit+ + ; 

power in evaporator (W) 
Case 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

1 

181 
_ 
_ 
_ 
119 
112 
-97 

161 
150 
97** 

100** 
102** 

2 

_ 
>247* 

_ 
-

118 
112 
98 
_ 
-
-
_ 

182 

3 

_ 
-

>246* 
-
-

110 
99 

• 160 
-
-

250 
_ 

4 

-
-
- . 

>246* 
-
-
98 
_ 

149 
>245* 

-
-

Total power 

181 
>247* 
>246* 
>246* 

237 
334 
392 
321 
299 

>342* 
350 
284 

+ +The capillary limit for multiple evaporator operation was defined as a 
sudden, rapid, and continuous increase in the wall temperature in evaporator 
1. 

•The capillary limit was not reached in cases 2,3,4, and 10 due to the maximum 
power level limitations of the heaters. 

"Incases 10, 11, and 12 evaporator 1 was held constant at 100 W (nominal). 
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Case 5 

sembly was insulated with 2 inches of Fiberfrax ceramic fiber 
insulation. 

Tests were performed to establish the maximum heat trans­
port capacity of the heat pipe with variable heat input rates 
and locations when the heat pipe was horizontal. The operating 
vapor temperature was held between 65°C and 85°C. Energy 
balances between the heat input by the heaters and the heat 

removed by the calorimeter were monitored to ensure an energy 
balance of at least 90 percent during steady-state operation. 

The primary interest in these tests was to determine the wall 
and vapor temperature along the heat pipe as well as the cap­
illary limit of the heat pipe in multiple evaporator operation. 
Because the evaporator located farthest from the condenser 
will experience dryout first, all multiple evaporator tests were 
performed with some combination of evaporator 1 and the 
other evaporators. The maximum heat transport capacity, or 
capillary limit, of the heat pipe was defined as a sudden, rapid, 
and continuous increase in the wall temperature of evaporator 
1. 

Results and Discussion 
The heat pipe was first operated in the single evaporator 

mode in order to establish the capillary limits of the heat pipe 
at all four heat input locations. The capillary limit for the 
evaporator farthest from the condenser, evaporator 1, was 
found to be 181 W. Limits for evaporators 2, 3, and 4 were 
greater than the maximum power levels that the heaters could 
deliver, which was 257 W. Figure 3 shows the difference be­
tween the wall temperature at the center of the evaporator and 
the vapor temperature (AT^u-vapor) versus the power input for 
each single evaporator test. The single evaporator tests show 
that the ATwM_vapoT increases linearly with increasing power, 
and that the heat pipe can operate successfully with a high 
A 7; wall-vapor-

The test matrix (Table 2) shows the experimentally deter-
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mined capillary limits for the heat pipe in the single and mul­
tiple evaporator operating modes for twelve different cases. 
All the multiple evaporator tests were performed with evap­
orator 1 in combination with other evaporators, since the sin­
gle-evaporator tests indicated that the evaporator located 
farthest from the condenser had the lowest capillary limit. 
Figures 4-7 show typical plots of wall and vapor temperatures 
versus axial location for the heat pipe in multiple evaporator 
operation for cases 1,5,6, and 7, respectively, at power loads 
significantly less than the capillary limit. Numerical results 
based on the mathematical modeling presented in this paper 
are also shown in Figs. 4-7, which show excellent agreement 
with experimental data for the wall and vapor temperatures 
along the heat pipe. In the condenser section, it can be seen 
that the experimental and numerical values of the outer wall 
temperature do not coincide. This is due to the assumption of 
a constant heat flux along the condenser section at the outer 
wall, which is not precisely correct in this particular experi­
mental design, and the fact that the thermocouples mounted 
on the condenser wall may be affected by the cooling water 
circulating in the calorimeter. Near the evaporator end cap, 
the outer wall temperature can be seen to decrease from the 
center of evaporator 1 to the end cap. The reason for this is 
the 20-mm unheated length between the evaporator end cap 
and evaporator 1. It should be noted, however, that even 
though the outer pipe wall is adiabatic in the unheated lengths, 
these sections still act as evaporators due to axial conduction. 

In Figs. 5-7, the experimental wall temperatures in the center 
of the active evaporators decrease closer to the condenser, but 
the numerical model predicts that these peak temperatures are 
all nearly the same. Again, this is due to the assumption of a 
constant heat flux at the outer wall in the condenser section. 
Since the heat pipe is a closed system, the downstream bound­
ary conditions can affect the temperature upstream. 

In cases 5-9 the heat pipe was operated with uniformly 
increasing power to each evaporator until dryout occurred in 
evaporator 1. Cases 5, 6, and 7 indicate that the total heat 
load on the heat pipe can be significantly increased by adding 
evaporators, although the maximum heat flux for evaporator 
1 decreases as evaporators are added downstream (i.e., toward 
the condenser section). 

In cases 10-12 the power input to evaporator 1 was held at 
a constant 100 W, while the power input to evaporators 2, 
3, or 4 was increased uniformly. Figures 8 and 9 show the 
Arwau.vapor in evaporator 1 remains relatively constant as the 
total heat load on the heat pipe is increased for cases 11 and 
12, respectively, then evaporator 1 suddenly dries out when a 
specific downstream power level is reached. This maximum 
downstream power level decreases as the second evaporator 
moves farther away from the condenser. 

Bienert et al. (1977) demonstrated a jet-pump-assisted ar­
terial heat pipe in which a venturi located in the vapor space 
maximized capillary pumping by providing a low pressure 
source to the evaporator end of the heat pipe artery. Similarly, 
the addition of one or more evaporators near the condenser 
of a heat pipe will provide a pressure drop in the wick and 
increase the liquid mass flow rate, while the loss of capillary 
pressure in the wick due to the additional evaporators is min­
imal given their proximity to the condenser. This argument 
can be applied to cases 8 and 9, which show that the addition 
of one downstream evaporator increases the heat capacity of 
the heat pipe by 40 percent over the single evaporator, case 1. 

Conclusions 
A complete two-dimensional numerical model of heat pipes 

with multiple heat sources including heat conduction in the 
wall, fluid flow in the screen wick, and compressible vapor 
flow as a conjugate problem is given. This methodology can 
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Fig. 8 Arwallvapor versus heat input to evaporator 3 with heat input to 
evaporator 1 held constant at 100 W for Case 11 
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Fig. 9 A7"wan.vapor versus heat input to evaporator 2 with heat input to 
evaporator 1 held constant at 100 W for Case 12 

be easily extended to predict the performance of capillary 
pumped loops as well. 

A simple circumferential screen-wick copper-water heat pipe 
with multiple heat sources has also been fabricated and suc­
cessfully tested. These tests show that the maximum total heat 
load on the heat pipe varies greatly with the location of the 
local heat fluxes. Significant heat loads can be carried by evap­
orators close to the condenser without affecting the operation 
of upstream evaporators, but adding additional evaporators 
to the heat pipe lowers the maximum heat flux capacity of the 
evaporator located farthest from the condenser. The temper­
ature difference between the evaporator wall and the vapor 
seems to be mainly a function of the local heat flux, and cannot 
be used to predict the maximum heat capacity of the heat pipe 
operating in the multiple evaporator mode. The numerical 
results agree with the experimental results for wall and vapor 
temperatures along the heat pipe for cases with different heat 
distributions along the evaporator section. 
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Analytical Modeling of Calcium 
Carbonate Deposition for Laminar 
Failing Films and Turbulent Flow 
in Annuli: Part I—Formulation and 
Single-Species Model 
This is a two-part series to model scaling of heat transfer surfaces by calcium 
carbonate based on the first conservation principle approach. In Part I, general 
physical and chemical processes in CaCO^ fouling are described and a single-species 
model is proposed whereby only Ca+2 species transport needs to be of concern. The 
deposition process is assumed to be controlled by the two processes of mass transport 
to and crystallization reaction on the heat transfer surface. The model is then used 
to solve for CaCo^ scaling in a laminar falling film system and to assess which of 
the two types of prevailing reaction rate expressions is more appropriate for the 
CaCOi fouling analysis. The predicted deposition rate, scale thickness, and its profile 
are compared with experimental data. The comparison shows that the single-species 
model yields satisfactory predictions only for a limited range of concentrations. It 
reveals that the type of reaction rate expression used in the single-species model is 
less accurate than the other type used in the multispecies model. The latter is described 
in Part II of the series. 

Introduction 
Fouling is the process in which unwanted materials are de­

posited onto a surface. The process can occur either in the 
presence or absence of temperature gradients. Fouling on a 
heat transfer surface causes a decrease in the efficiency of the 
heat exchanger as well as impeding fluid flow. It "can typically 
degrade the performance of heat exchangers by as much as 80 
percent, and can sometimes cause complete failure" (O'Cal-
laghan, 1986). Therefore, it is important for designers of heat 
transfer equipment to understand the fundamental processes 
and parameters that affect the rate of fouling in heat ex­
changers (Somerscales, 1981; Taborek et al., 1972a, 1972b). 

Most work on the analytical treatment of fouling assumes 
two simultaneous processes: deposition and removal. The fo­
cus, then, of fouling research has been directed toward estab­
lishing the functional relationship of deposition and removal 
terms on the various process parameters. One of the first such 
models was proposed by Kern and Seaton (1959). They as­
sumed a constant deposition rate with time, and a removal 
rate proportional to the mass of the deposit. Epstein (1981) 
has reviewed other alternatives proposed for the evaluation of 
the deposition and removal terms. 

In the present study, transport and formation in the dep­
osition term are most significant for scaling of CaC03. Due 
to the hardness and adhesion characteristics of CaC03, it is 
agreed that any removal term would be insignificant. In most 
models the deposition term is given as the product of a con­
centration difference times a mass transfer coefficient. It is 
noted in passing that, compared to the deposition, the removal 
term is far less understood; thus, fewer models for this process 
are available (Taborek et al., 1972b). 

Hasson et al. (1968), Hasson and Perl (1981), Sheikholeslami 
and Watkinson (1986), and Watkinson and Martinez (1975) 
have considered the deposition of CaC03 in laminar falling 

film or turbulent shell-and-tube flows. In the absence of re­
moval processes, the deposition of CaC03 increases linearly 
with time under constant heat flux condition. They consider 
the fouling of this inverse solubility salt to be the result of the 
mass transport of chemical species from the bulk to the liquid-
solid interface, followed by a crystallization reaction to form 
CaC03 scale. They use values of mass transfer coefficients 
based on nonfouling flow conditions for their studies. Al­
though Hasson's model has been considered to be "the most 
successful model for predicting CaC03 scaling rates" (Sheikh­
oleslami and Watkinson, 1986), recent experimental work 
(Sheikholeslami and Watkinson, 1986) aimed at determining 
the applicability of this model in predicting scaling on various 
materials has shown that shortcomings in terms of accuracy, 
as well as predicted fouling behavior, are present in this an­
alytical formulation. 

The purpose of the study is to improve Hasson's approach 
in an effort to provide a better prediction of CaC03 scaling. 
A mechanistic approach is to be proposed whereby the fun­
damental equations of mass transfer with appropriate bound­
ary conditions are to be solved. This eliminates the use of mass 
transfer coefficients calculated for nonfouling conditions. The 
temperature dependency of most physical properties will be 
accounted for. In Part I of this study, a general theory of 
calcium carbonate fouling is described first, followed by a 
proposed single-species fouling model. It will be seen that, in 
the single species model, only the Ca+2 species needs to be 
considered. Thus the model is attractive due to its simplicity. 
The model will then be employed to predict CaC03 deposition 
from a laminar falling film. Results will be compared with 
experimental data to assess the accuracy of the model and to 
reveal which of the two prevailing expressions of reaction rate 
can provide better predictions. 

Contributed by the Heat Transfer Division and presented at the National Heat 
Transfer Conference, Philadelphia, Pennsylvania, August 6-9,1989. Manuscript 
received by the Heat Transfer Division July 7,1989; revision received November 
22, 1990. Keywords: Fouling, Heat Exchangers, Modeling and Scaling. 

Calcium Carbonate Fouling Processes and Deposition 
Physical and Chemical Aspects. To facilitate the description 

and modeling of CaC03 scale, a physical system similar to the 
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Fig. 1 Geometry for falling film deposition 

scaling experiments performed by Hasson and Perl (1981) is 
illustrated in Fig. 1, in which a vertically falling film of scale-
producing water is evaporated on the outside surface of a 
cylindrical tube. The diameter-to-film thickness ratio is as­
sumed to be large so that the problem geometry can be ap­
proximated in rectangular coordinates as shown. The surface 
is heated at constant flux, q0, while a constant flow of scale-
producing water of known inlet temperature and chemical 
composition is maintained over it. The heat flux is low enough 
so that evaporation is in the nonboiling region. Due to the 
inverse solubility characteristic of the salt, precipitation of 
CaC03 from the solution creates a scale of increasing thickness 
on the heat transfer surface. The problem, then, is predicting 
the local rate of deposition of CaC03 given the known op­
erating conditions, i.e., velocity and inlet temperature and 
composition. 

In studies of CaC03 deposition, the equilibrium of the H20-

C02 system must be considered. Although research on the 
equilibrium of this system is not the purpose of the present 
study, its essential concepts will be presented. A more complete 
review can be found in the literature (Plummer and Busenberg, 
1982; Rau, 1982; Wiechers et al., 1975). Dissolved C02 gas in 
water exists as both aqueous C02 and as carbonic acid, H2C03. 
It can also be found in the form of bicarbonate and carbonate 
ions, HC03" and C03"

2, respectively. The following equilib­
rium reactions can be identified for the H20-C02 system: 

K w C02(ao> (1) • CO 2(e) 2(aq) 

C02(a?) + H20 Ki H++HC03~ 

HC03- K, H++C03-

(2) 

(3) 

The reactions in equations (2) and (3) are the first and second 
dissociation of C02 with dissociation constants K\ and K2, 
respectively. These equilibrium constants are temperature de­
pendent and this functionality has been expressed by Plummer 
and Busenberg (1982) as: 

log(ATi)= -356.3094- 0.06091964* T+21834.37/7 
+ 126.8339*log T- 1684915./^ (4a) 

log(K2)= - 107.8871 -0.03252849* T+ 5151.79/F 
+ 38.92561* log r-563713.9/72 (4*) 

where Ki and K2 are on the molar basis and Tis the temperature 
in K. The dissociation of the various ionic species in the H20-
C02 system is quite sensitive to the pH of the solution. In the 
present analysis, a low pH solution (i.e., 6 < pH < 8.5) is 
assumed so that most of the dissolved C02 in water is in the 
form of the bicarbonate species, HCOf (Wahl, 1977). 

Calcium carbonate crystals exist in three forms. These are 
aragonite, calcite, and vaterite. The salt in its aragonite form 
is considered here since this is the form found in the experi­
mental studies of Hasson and Perl (1981). Calcium carbonate 
is an inverse solubility salt; therefore, its concentration in so­
lution will tend to decrease as the temperature increases. Under 
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equilibrium conditions the extent of the dissolution of CaC03 

can be represented by the solubility product, Ksp, 

CaC0 3 W Ksp Ca+ 2 + CO3-2 (5) 
( * 

where the subscript s denotes the solid phase. The solubility 
product is normally sensitive to temperature variations. For 
CaC03 this dependency has been given by Plummer and Bus-
enberg (1982) as 

Aragonite 

logCM = - 171.9773-0.077993 * T 

+ 2903.293/7-+ 71.595*log T (6) 

Calcite 

\og(Ksp) = - 171.9065 - 0.077993 * T 

+ 2839.319/7+71.595*log T (7) 

Vaterite 

logOM = - 172.1295-0.077993 * T 

+ 3074.688/7+ 71.595*log T (8) 

where Ksp is in molar units and T is the absolute temperature 
in degrees Kelvin. 

The inlet compositions, i.e., concentrations of Ca+ 2 , C0 2 , 
and HC03~, are assumed to be known. Since CaC03 has an 
inverse solubility characteristic, its equilibrium concentration 
will tend to decrease in the solution adjacent to the heated 
surface. Due to the concentration gradient, Ca+ 2 and HC03~ 
will be transported from the bulk of the film toward the sur­
face. At the liquid-solid interface (and in the bulk), the HCO3" 
undergoes the following equilibrium reaction (Hasson et al., 
1968): 

2HC03" K H 2 0 + C02(0? ) + C03-2 (9) 
^ 

It should be noted that the reaction in equation (9) is actually 
the net of the two dissociation reactions in equations (2) and 
(3); therefore, the equilibrium constant, K, is given by 

K=K2/Kl (10) 

in which K\ and K2 are the dissociation constants given by 
equation (4). The C 0 2 formed from the reaction given by 
equation (9) is transported through the liquid film and desorbed 
at the liquid-gas interface. The C03~2 species produced in the 
same reaction reacts with Ca+ 2 , which has been transported 
to the surface, to form CaCOs^j, 

Ca + 2 + CQ3"
2 kr CaCQ3(J) (11) 

where kr, the reaction rate constant, is given later (see equation 
(27)). This completes the precipitation of CaC03 scale on the 
heat transfer surface. Reactions in equations (1), (9) and (11) 
are sometimes combined in the form (Hasson and Perl, 1981) 

Ca+ 2 + 2HC03" C a C 0 3 w + C 0 2 U ) + H 2 0 (12) 

Several proposals regarding the form of the reaction rate 
expression for CaC03 crystallization (equation (11)) have been 
made. Two of these will later be considered in this study (equa­
tions (25) and (26)). 

Governing Transport Equations 

Fluid Flow. For a laminar film flowing under the force of 
gravity, the only velocity component is in the downward or z 
direction. Assuming a fully developed velocity profile {vz = 
vz(y)), the z component of the momentum equation for the 
coordinate system shown in Fig. 1 can be readily solved to 
yield the velocity profile as (Bird et al., 1960) 

vz(y) = 3vz(2y/8-y2/82)/2 (13) 

where vz = pg82/3 ^ is the mean velocity. 

Heat Transfer. As will be seen, it is necessary to have expres­
sions for the surface and bulk temperatures along the length 
of the heated section. A constant heat flux supplied to the 
surface and the bulk inlet temperature and mass flow rate are 
assumed to be given. A convective film heat transfer coefficient 
having negligible variation in the z direction is assumed. Then, 
a simple heat transfer analysis yields the bulk and surface 
temperature profiles as 

Tblk(z)=qoZ/mpCp+rblk (14) 

and 

Tsc(z)=qoZ/mpCp+rblk + q0/h (15) 

The least justified assumption in developing the expression for 
the scale surface temperature is that of the existence of a 
constant convective heat transfer coefficient, which inevitably 
is calculated based on correlations for nonfouling conditions. 
However, this assumption does not seem significant enough 
to affect the results of the present analysis seriously. In fact, 
it provides at least a means of improvement by not using the 
mass transfer coefficient based on nonfouling condition, as 
will be seen later. The heat transfer coefficient used in the 
computations is calculated from the correlation developed by 
Chun and Seban (1971) in the form 

h = 0.606 ( A V g V ) 1 / 3 ( " V > r ° ' 2 2 (16) 
which accounts for the effect of rippling at the liquid-gas 
interface. 

Mass Transfer. The equation of continuity of species / of a 
multicomponent system, assuming the flux due to concentra­
tion differences is the only significant mass flux, is given as 

^ = - { V - ( p / v +]}*>))+r, (17) 

For the present study, a steady state is assumed, since the 
experimental data to be compared with are obtained as such, 
and little would be gained by considering the unsteady-state 
behavior except for greatly complicating the solution. Also no 
reaction in the bulk is assumed. A crystallization reaction does 
occur to form the scale; however, this reaction is assumed to 
occur at the liquid-solid interface and must be handled as a 
boundary condition to the mass transport equations. The mass 
flux of species / in a dilute aqueous solution due to concen­
tration gradients is 

j\x)=-Mp,vCi (18) 

Therefore, for steady state and no bulk reactions, the species 
equation reduces to 

0= - V-iM&y-MPiVCj) (19) 

For a laminar falling film with vz(y) as the only velocity 
component and assuming negligible diffusive mass transfer in 
the z direction relative to convective transport, the above equa­
tions are combined to give 

2 z\8 52 / dz J dy2 

This is the governing mass transport equation for the four 
chemical species, Ca+ 2 , C03~2, HCO3", and C0 2 , in the falling 
film system.- The inlet concentration of all species is assumed 
to be known, i.e., 

a t z = 0; Cj=q (21) 

where j denotes any one of the four species. Except for C0 2 , 
transport of the species occurs only in the liquid phase. This 
implies that at the gas-liquid interface no mass flux exists for 
these components, which is written as 

B.C.I: &ty = b; -^ = 0 (22) 
dy 
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where j excludes C0 2 . The carbon dioxide produced at the 
heated surface diffuses through the liquid phase and is de-
sorbed at the gas-liquid interface. The film thickness is as­
sumed to be constant. Depending upon the extent of the 
desorption of C 0 2 in water, two types of boundary condition 
can be written for C0 2 at the gas-liquid interface, which are 

B.C.I (C02): aty = S; C c 0 , = 0 

-D, co 2 

9 C c o ? ,. 
— * I des(Cc02,liq _ Q:02 ,g. 

(23a) 

(23b) 

At the liquid-solid interface various species are being con­
sumed and/or generated according to the reaction given in 
equations (11) and (12). Under steady-state conditions, mass 
flux to/from the surface must equal the consumption/gener­
ation by net chemical reactions. Let the rate of generation of 
CaC03 scale be denoted by r. Then from the stoichiometry in 
equations (11) and (12), a surface-reaction condition can be 
written for the various species as 

B.C.2: aXy = 0; DCa+2 • 
dCc 

dy - = r 

dy 

dCu •-HC05 
Aico? — — — = 2r, and 

DCOl = -

dy 

dCco2 

Hy~ 
(24) 

In these expressions the mass diffusivities are temperature-
dependent quantities, the exact form of which is discussed in 
the appendix. 

Knowledge of the form of the crystallization reaction rate, 
r, though crucial to any predictive model of scaling, has been 
quite limited. Several studies in this area have been conducted 
(Nancollas and Reddy, 1971), and it seems that the most likely 
candidates for the form of the reaction rate are 

/ • = M [ C a + 2 ] - [ C a + 2 U 2 

= Ar r([Ca+2][C03-2]-^„) 

(25) 

1 * / (26) 

where the concentrations and other properties are evaluated 
at the surface conditions. The equilibrium concentration of 
calcium, Ca^2, is assumed to be given by the square root of 
the solubility product, Ksp, which is given by equation (6). It 
has been proposed that k„ the reaction rate constant, would 
have an Arrhenius form (Hasson and Perl, 1981) such that its 
dependence on surface temperature is given as 

kr=A exp ( - E„/RgTsc) (27) 

Attempts to determine the values of the pre-exponential factor 
and activation energy in equation (27) have been limited in 
success. One reason for the lack of a consistent set of values 
is the sensitivity of the two constants to the experimental meas­
urements, since the constants are specific to the crystallizing 
salt and extremely sensitive to errors introduced by the presence 
of impurities, which would affect the crystal growth rate. 

In the present analysis, both types of the reaction rate given 
by equations (25) and (26) are utilized in the boundary con­
ditions in equations (24), and the results are compared with 
experimental data. This will provide a means to assess which 
of the forms is more realistic or probable. 

In Part I, the first form of the reaction rate expression is 
used to predict the fouling behavior of a laminar falling film, 
while the second form is used in Part II to analyze the fouling 
in two systems: laminar falling films and turbulent annulus 
flow systems. 

Single-Species Model. The mass transport equation for a 
laminar falling-film system, given in equation (20), can be 

solved to obtain the concentration profile of various species 
and from this the local deposition rate and other related quan­
tities such as scale thickness can be determined. Selection of 
equation (25) to represent the form for the crystallization re­
action rate would make it unnecessary to consider all the com­
ponents in the solution, since it involves only the Ca+ 2 

concentration. This is termed the single-species model. There­
fore, solution of the transport equation for only Ca+ 2 with 
appropriate boundary conditions would allow calculation of 
the local deposition rate anywhere on the surface. 

In accordance with the simple single-species model, the mass 
transport equation and its inlet and boundary conditions are 
summarized below: 

3 _ 
2 z 

aty = 0; 

a C > n ^ d C l 

at z = 0; Ci = C? 

Dx(z)^ = kr(z)(Cl-CUq)
2 

dy 

at y = 8; 
dy 

'- = 0 

(20) 

(21) 

(24) 

(22) 

where the subscript 1 designates Ca + 2 species. Substituting the 
following dimensionless groups: 

C+ = a-c \,eq 

and 

DUz+)-

T(z+) = 
Ab(Oj-Cheq) 

y = I 

a(z+) = 

Z = I 
dC\iCq/dz 

(Ci — C\<eq) 

exp(-Ea/RgTsc(z
+)) (28) u\\z ) 

into the previous equation yields the dimensionless form as 

d2C+/dy +2 (2y+-y+2) 

D+(z+) 
[dC+/dz++a(z* l ( l - C + ) ] = 0 

(29) 

(30B) 

(30b) 

(30c) 

a t z + = 0 ; C + = 1 

a t j> + =0; dC+/dy+=T(z+)C+2 

a t j - + = l; dC+/dy+=0 

Due to the nonlinear nature of the reaction boundary con­
dition, the Galerkin method (Finlayson, 1972; Villadsen and 
Michelsen, 1978) will be used. This approximate analytical 
approach could give some insight into the quantitative behavior 
of the deposition process. Accordingly, the approximation pol­
ynomial is chosen as a quadratic of the form 

C(y+, z+)=A0(z
+)+TA2

0(z
+)y+ -TA2

0(z
+)y+2/2 (31) 

which satisfies both boundary conditions already. The residue 
for C(y+, z+) is given by 

R[C] 

(2y+-y+2)[dC/dz++a(z+)(l (32) 

- Q ] 

and the weighting function is assigned as 

W=l+2T(z+)A0(z
+)y+-T(z+)A0(z

+)y+2 (33) 

To determine the coefficient A0(z
+), R[C\ is made orthogonal 

on the weighting function 

( R[C]Wdy+=0 

The above residue can be minimized. After a tedious but 
straightforward integration and some rearrangement, the re­
sulting unknown coefficient, A0(z

+), can be obtained from 

= d2C/dy+2-
1 

D(z+) 
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lD(rA2
0(l+2rA0/3) + N(z))+A2

0dT/dz(4/l5 + 8TA 

[(2/3 + 8IM0/15) + 2TA0(4/15 + 8TA0/35)] 

dA0_ 

dz 

where 

N(z+) =~rr{ [2(1 -A0)/3 + STA0/15 
D(Z ) 

-4rA2
0/5-8T2Al/35] (35) 

Analytical solution of the above differential equation appears 
unlikely and a numerical solution is possible provided that an 
initial condition exists. This initial condition can be obtained 
from the inlet condition, but it must be normalized over y+, 
since C(y+, z+) is only an approximation. The procedure is 
similar to that for the residue, except now equation (30«) is 
used and evaluation of the integral gives 

0/35))] 

[1-C(y+, 0)](2y+ -y+2)dy+ = 0 (36) 

which results in the following initial condition on equation 
(34): 

A0(z
+ =0)= [ - 5 ± ( 2 5 + 40r(z+ =0))1 /2]/4r(z+ =0) (37) 

To evaluate equation (34) numerically, thez+ and hence, tem-

Table 1 Physical properties and initial conditions used in the calcu­
lations for deposition from a falling film 

Run 
Number 

E-3 

E-2 

E-9 

E- l ] 

E-10 

E-5 

E-7 

E-4 

E-8 

pH 

7.75 

7.55 

7.25 

7.10 

7.20 

7.55 

7.20 

7.25 

7.25 

I n i t i a l 

C C a -

6.30 

4.25 

8.15 

14.60 

10.25 

6.20 

6.20 

6.30 

6.05 

Concentre 

CHC0" 

4.60 

8.00 

4.40 

4.40 

4.40 

4.40 

4.40 

4.50 

4.20 

t i o n s (H 

c co 2 

0.119 

0.330 

0.343 

0.431 

0.370 

0.178 

0.411 

0.374 

0.359 

X 1031 

C -2 
C°3 

0.030 

0.033 

0.010 

0.009 

0.010 

0.020 

0.009 

0.011 

0.010 

T b l k « > 

318.5 

319.0 

320.0 

320.5 

321.0 

326.0 

335.5 

336.0 

339.5 

Length of 
Run (Hours) 

52.5 

65.4 

84.5 

82.5 

83.0 

78.75 

84.5 

32.2 

61.0 

1o 

Ijp 

2.3 x 10"* m 

0.32609 m/s 

420.16 w/i>2 

0.075 kg/ms 

1 x 10-3 kg/ms 

4186 J/kg K 

8.33 J/mol K 

HCaC0 

g 

k 

kf 

0.1 kg/mo 1 

9.8 m/s2 

0.628 w/m K 

2.25 w/m K 

103 kg/m3 

2.45 X 103 kg/m3 

Table 2 Comparison of experimental data with predictions of the sin­
gle-species model for thickness and deposition at z = 1 m 

Run 
Number 

N C a C 0 3
( k 3 / " ' 2 s " , o 6 > Thickness (^m) 

E-3 

E-2 

E-9 

E- l l 

E-10 

E-5 

E-7 

E-4 

E-8 

C° a (Hx l0 3 ) 

6.30 

4.25 

8.15 

14.60 

10.25 

6.20 

6.20 

6.30 

6.05 

Exp. 

1.31 

1 .99 

1.48 

1.71 

1 .65 

1.41 

1.77 

1.78 

1.84 

Calc . 

1.34 

0.66 

2.18 

5.96 

3.30 

1.46 

1.66 

1.73 

1.68 

Exp. 

103 

195 

188 

211 

206 

166 

224 

86 

168 

Calc. 

103 

63 

270 

713 

401 

169 

205 

82 

150 

(34) 

perature dependency of some physical constants such as D {z+) 
and F are necessary. D(z+) is given in the appendix and T can 
be found from equations (28) and (15). The ability to calculate 
A0(z

+) in equation (31) gives the approximate solution to the 
concentration profile at any position. From this profile, the 
local deposition rate can also be calculated 

Nr , = £ > , 
dy 

= A(C?-C,,e9)r^U)/5 (38) 
y = 0 

and, from this, the local thickness could be determined from 
a simple mass balance on the surface 

T=[-D0+(D2
0 + 4D0tNc,CO}MCaCo/Pf) W2}/2 (39) 

To compare the model with experimental data of Hasson 
and Perl (1981) for runs with a similar system, equation (34) 
was solved using a fourth-order Runge-Kutta procedure with 
120 steps along the length of the heat transfer surface. The 
error analysis of using the fourth-order Runge-Kutta method 
indicates that the numerical error is less than 0.05 percent. At 
each z position, the relevant temperature dependent quantities 
and properties were elevated and the local deposition rate and 
thickness at the end of a run were calculated. Since accurate 
a priori values of the activation energy and pre-exponential 
constant in equation (27) were not available, a trial and error 
procedure was used to obtain agreement for run E-3 of Hasson 
and Perl (1981). 

This procedure included choosing the experimental thickness 
at z = 1 m as the reference, and changing the values of Ea 

and A in increments so that close agreement of the calculated 
and experimental thickness would be obtained. Run E-3 was 
chosen because it is the only run for which the complete ex­
perimental thickness (and hence deposition) profile is given by 
Hasson and Perl (1981). This would provide a comparison for 
testing the predictions of local deposition over the entire sur­
face, not just an average. The set of values, Ea/Rg = 1720 K 
and \n(A) = 8.95 (A in units of cmVmole s), was then used 
in the computation for the other runs. The values of all physical 
properties, parameters, and initial conditions used in the cal­
culations are given in Table 1. The results of these computa­
tions are summarized in Table 2 and Fig. 2. 

Table 2 shows the prediction of the single-species model for 
the local deposition flux and thickness at z = 1 m for the nine 
runs performed by Hasson and Perl (1981). Experimental val­
ues are given for comparison. As seen in Table 2, the predic­
tions of the model are extremely good for run numbers E-3, 
E-4, E-5, E-7, and E-8 with a maximum error of ± 10 percent. 
However, these runs cover a limited concentration range only. 
Outside this range much larger errors are present in E-2, E-9, 

120 

100 

f 80 
3 

i so 

Z 40 

2 0 

+ 
O 

* 9 
o 
+ 

o 
+ 

o 
+ 

o 
+ 

O = experimental data 
4- = calculated data 

20 40 60 
z (cm) 

80 100 120 

Fig. 2 Experimental and calculated thickness profiles for Hasson's run 
E-3 
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E-ll, and E-12. This clearly indicates that consideration of 
only Ca+2 in the deposition process is inaccurate and that the 
selection of equation (25) to represent the form for crystalli­
zation reaction rate is unsatisfactory. The presence and par­
ticipation of the other species such as COf 2 and HC03~ (which 
are related to solution pH) should be accounted for as shown 
in the later multispecies model. 

Figure 2 shows the comparison of the experimental and 
predicted thickness profiles over the entire heat transfer surface 
for Hasson's run E-3. The model gives good agreement except 
for the one-third section near the inlet portion. This is quite 
likely because the fluid mechanics is not well known in this 
region and heat and mass transfer rates are difficult to predict. 
Another reason may be due to the neglect of the large solution 
acidity in the inlet section. The model does correctly predict 
an increasing thickness along the surface. Hasson attributes 
this to the decrease of pH; however, the present model shows 
that the increase in surface temperature can also result in this 
behavior. 

The limited success of the single-species model in predicting 
CaC03 deposition in laminar falling film is also expected to 
be the case when applied to the case of turbulent flow in annuli. 
As will be seen in Part II of the series, the multispecies model 
provides a considerable improvement in accuracy; thus, re­
peating the solution in turbulent annulus flow systems using 
the single-species model is unwarranted here. 

Conclusions 
Physical and chemical processes pertaining to calcium car­

bonate fouling have been described. Then they have been in­
corporated in a simple single-species model to predict both the 
overall averaged fouling resistance and the fouling thickness 
profile along the flow direction of a heated surface in a laminar 
falling film system. The model is based on a transport equation 
subject to a surface reaction rate condition. An approximate, 
semi-analytical solution of concentration profile has been ob­
tained. Deposition rate, fouling thickness, and its profile have 
also been predicted. Comparison with available experimental 
data shows that the single-species model yields limited success. 
It also reveals that among the two forms of reaction rate 
expression prevailing in the literature, the one used in the single-
species model is inferior to the other one. The latter is to be 
used and examined in Part II of the analysis. 
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A P P E N D I X 
Mass Diffuslvity 

A knowledge of the temperature variation of the mass dif-
fusivity of the various species is important for various cal­
culations in the mass transport models presented in the text. 
The assumption is made that the species, Ca+2, HC03", and 
C03"

2, have equal diffusivities denoted by the subscript, 
Ca(HC03). This temperature dependency was obtained using 
an approximate procedure. Knowledge of mass diffusivities of 
Ca(HC03) and C02 was available at one temperature (Hasson 
and Perl, 1981). Using this information and the approximate 
relation (Bird et al., 1960): 

DTl = DT} (T2/Tx )(m/tX2)=DTl( T2/Tx) 

• exP[3.8r6(i/r,-i/r2)] 
where Tb denotes boiling temperature of the liquid, the dif-
fusivity can be calculated at any temperature. For water Tb = 
373 K, it becomes 

DT2 = DTl- (T2/Ty) •^v[U\l(\/Tl- UT2)] 

In the model calculations the known values were: 

r, = 336K; Z)Ca(Hco3) = 2.29xl0~9m2/s 

£>co2 = 3.67xl(r9cm2/s 
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Analytical Modeling of Calcium 
Carbonate Deposition for Laminar 
Falling Films and Turbulent Flow 
in Annuli: Part II—Multispecies 
Model 
The present study proposes a multispecies transport model to predict calcium car­
bonate deposition. The model has been applied to predict the deposition flux, the 
mean fouling layer thickness, and the profile of local fouling thickness along a 
heated plate of a laminar falling film. Good agreement is found when comparing 
with experimental data. Similarly, the model is applied to predict the fouling layer 
in a turbulent annulus flow system and a good agreement of the predicted results 
is also found with recent experimental data. Finally, solutions in dimensionless forms 
are presented to show the effects of various dimensionless parameters on calcium 
carbonate deposition. 

Introduction 
From the results obtained in the single-species model, it is 

clear that the neglect of chemical species other than calcium 
will not result in an accurate representation of the deposition 
process and that the first form of the reaction rate expression 
(equation (25), Part I, Chan and Ghassemi, 1991) provides 
only limited success. The next obvious approach is to solve a 
system of the species transport equations by using the second 
form of the reaction rate expression given by equation (26) in 
Part I. This approach would then include the contribution of 
all the species to the scaling process. Such a multispecies model 
is now employed to analyze the CaC03 fouling in a laminar 
falling film system. It is to be seen that only three of the four 
species present need be considered since the assumed chemical 
equilibrium at the interface gives an additional relation. The 
three transport equations, which are coupled through the 
boundary condition, are then solved simultaneously using a 
finite difference approach and the predicted results for dep­
osition of calcium carbonate scale and the scale thickness are 
once again compared to the data of Hasson and Perl (1981). 
The results of calculations are also presented as plots of the 
nondimensional deposition flux versus various dimensionless 
groupings of the relevant operating parameters. 

With demonstrated success of the multispecies model in the 
laminar falling system, the model is then extended to solve for 
the CaC03 deposition in a turbulent annulus flow system. 
Extensive comparison of the theoretical results with experi­
mental data will be made and similar dimensionless results will 
be presented. 

Deposition in Laminar Falling Film System 
Governing Transport Equations. Reference should be made 

to the physical coordinate system shown in Part I. Assuming 
equation (9) in Part I to be an equilibrium reaction at the 
heated surface, the concentration of C03~2 at the interface can 
be written as 

i = K 
Cco2 

(1) 

Contributed by the Heat Transfer Division and presented at the National Heat 
Transfer Conference, Philadelphia, Pennsylvania, August 6-9,1989. Manuscript 
received by the Heat Transfer Division July 7, 1989; revision received November 
22, 1990. Keywords: Fouling, Heat Exchangers, Modeling and Scaling. 

where K is given in equation (10) in Part I. This eliminates 
Ceo"? from the reaction rate expression given in equation (26) 
in Part I. The resulting reaction rate expression is to be used 
in the boundary condition at the scale deposition surface (see 
equation (5)). Since it is in terms of concentrations of Ca+ 2 , 
HC03", and C 0 2 species, three conservation species equations 
will be needed to describe their mass transport processes. By 
defining the following groupings: 

kr(z)5 
z = Df(fi 

2LDj(z+) 
' 3U752 

KR,j = ~ (2) 
Dj{z) 

where Ca+ 2 , HC03~, and C0 2 species are represented by the 
subscripts./'= 1,2, and 3, respectively, the three transport equa­
tions with appropriate conditions are summarized below: 

(2y+ -y 
d2Cj +2)P=^+V2 j=\, 2, and 3 

a t z + = 0 Cj = C°j, j=\, 2, and 3 

(3) 

(4) 

at y+=0 ^njKR,Az+) m+) 
QCl 

Ksp{z+) 

J = l , 2 , and 3 (5) 

In equation (5), the constant «,= 1, 2, and ( - 1 ) fory'= 1, 2, 
and 3, respectively, in view of the combined chemical reaction 
given in equation (12) in Part I. Also, it is noted that the 
reaction rate constant, kn of an Arrhenius form (see equation 
(27), Part I) is built into the KRj group. The other conditions, 
at y+ = 1, are 

for j= 1,2, 

y=3,- 0) 
dy+ 

c3=o 

0 

or 
.. dC3 

0 0 ~Z~T = -Kdes(C3,liq " C3,gas)/(-A) 

(6) 

(7) 

In equation (7), two possible forms of the boundary con­
dition of C0 2 at the film-air interface are listed. The first one 
assumes negligible C0 2 concentration at the interface, while 
the second one assumes that the diffusion rate is equal to the 
desorption rate. All of them are employed and tested in the 
present study. 
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Table 1 Comparison of the data of Hasson and Perl (1981) 
with predictions of the multispecies model for deposition flux 
and scale thickness at ? = 1 m 

Run No. 
E-3 
E-2 
E-9 
E-ll 
E-10 
E-5 
E-7 
E-4 
E-8 

^caco3xl07(g/cm2.s) 

Exp. 
1.31 
1.99 
1.48 
1.71 
1.65 
1.41 
1.77 
1.78 
1.84 

Calc. 1 
1.39 
2.02 
1.46 
1.77 
1.62 
1.63 
2.03 
2.13 
2.12 

Calc. 2 
1.37 
1.99 
1.42 
1.73 
1.58 
1.60 
1.98 
2.07 
2.07 

Exp. 
103 
195 
188 
211 
206 
166 
224 
86 

168 

Thickness, 

Calc. 1 
107 
193 
180 
212 
196 
187 
250 
100 
189 

T(fim) 

Calc. 2 
106 
189 
175 
208 
192 
184 
243 
98 

184 

Calculation 1 uses the boundary condition CCo2 = 0 while calculation 2 uses 
dCCoJdy= ~kdcs Cco2,\iq-/DCo2, d̂es taken from Hasson and Perl (1981). 

Solution Procedure, Results, and Discussion. The three spe­
cies equations and their conditions are solved numerically using 
a finite difference technique. Once the concentration profiles 
are obtained at a position z+, the concentration gradient at 
the wall is obtained using a quadratic polynomial fit 

dCj - 9C f f ' + 10C£2
+'-Cf3

+1 

dy+~ 88Ay+ 

at y+=0. The above equation together with equations (38) 
and (39) in Part I will then give the deposition rate and thickness 
of the calcium carbonate layer at any local position z. 

The values of all physical properties and initial conditions 
used in the calculations for the multispecies model are the same 
as given in Table 1 in Part I. The diffusivities of Ca+2, HCOf, 
and COf2 species are assumed to be equal as stated in Appendix 
A in Part I. The values of Ea and A were obtained as before, 
by trial and error. The set of values for E„/Rg (in units of K) 
and ln04) (A in units of cmVmole s) used were 8800 and 38.50, 
respectively. These values are close to those reported by Hasson 
and Perl (1981) of 10,300 and 38. A grid of 50 steps in y and 
120 steps in z was used in the numerical computations. In-
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o 

O = experimental data 
4. = calculation (Cco = 0) 

20 
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Fig. 1 Experimental and calculated thickness profiles for Hansson's 
Run E-3 

creasing the grid size in both y and z steps gave little variation 
in results, indicating the stability and convergence of the com­
putation. Furthermore, the numerical convergence of the finite 

A now 

Cj or \J] 

Cf 

Cco2,soi 

A 

Aurb 

Aff 
D+ 

d\, d2 

de 

dr 

fllfl 

Hi, H2 

K 
KRJ 

= flow area in the annu-
lus 

= concentration of spe­
cies j 

= nondimensional con­
centration 

= solubility of C0 2 in 
water 

= mass diffusivity of spe­
cies / in water 

= turbulent mass diffu­
sivity 

= effective diffusivity 
= nondimensional diffu­

sivity 
= inner and outer annu-

lus diameter 
= equivalent diameter of 

annulus 
= reference diameter = 

{dl-dlVd, 
= friction factors for in­

ner and outer annulus 
= quantities defined in 

equations (17) and (18) 
= the ratio of K2 to K{ 

= quantities defined in 
equation (2) 

Ksp 

^des 

kj 

kr 

In, 

L 
M 
M, 

m 
mp 

NcaCO-. 

Nu, Pr Re 

Qo 

q* 

R 
Rf 

solubility product 
CaCOj 
desorption coefficient 
thermal conductivity of 
CaC03 scale 
crystallization rate con­
stant 
mixing length for tur­
bulence model 
length of heated section 
molarity 
molecular weight of 
species i 
fluid mass flow rate 
mass flow rate per unit 
perimeter 
calcium carbonate dep­
osition flux 
nondimensional deposi­
tion flux 
Nusselt, Prandtl, and 
Reynolds number 
heat flux 
nondimensional heat 
flux 
outer annulus radius 
fouling resistance 

„ R e / 
Th\k> Tsc 

t 
Vz 

^2,max 

y,z 
y\z+ 

5 

Ar, Ay 

K 

«i 

X 

/* 

P 
Pf 

To 

= flow Reynolds number 
= initial bulk and surface 

temperature 
= time 
= average or mean veloc­

ity in z direction 
= average and maximum 

velocity 
= rectangular coordinates 
= dimensionless coordi­

nates 
= film thickness in lami­

nar flow 
= grid spacing in finite 

difference equations 
= ratio of inner to outer 

annulus radii 
= von Karman constant 

= 0.418 
= quantity defined in 

equation (9) 
= liquid viscosity for 

water 
= liquid density for water 
= scale density for 

CaC03 

= shear stress at the wall 
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consistent with experimental data. The assumption of a fully 
developed velocity profile at the entrance region may be one 
reason. The importance of pH and its effect on the C03~2 

concentration might also be a reason. Another, although less 
likely, reason is that the model is in effect a mass transport 
model. The processes such as nucleation, attachment, and re­
moval, which have been assumed to be insignificant, could 
have some effects as well. They are the subjects for future 
studies. Finally, for the sake of generality, dimensionless mass 
flux of calcium carbonate deposition versus dimensionless inlet 
Ca+ 2 concentration is presented in Fig. 2 with the dimensionless 
heat flux and inlet C O j 2 concentration as varying parameters. 

50 100 150 200 250 

Fig. 2 Nondimensional mass flux versus pertinent dimensionless op­
erating parameters 

n-u\Y^^"»^"""»» 

Fig. 3 Geometry for deposition in turbulent flow in an annulus 

difference formulation is reconfirmed when a check is made 
indicating that the present calculations have satisfied the con­
vergence criterion of a linear system of equations, namely, the 
magnitude of the coefficients of the main diagonal elements 
is indeed larger than the sum of the nondiagonal elements. The 
error analysis of the finite difference method shows an ap­
proximate error of less than 0.5 percent. 

The mass deposition flux and scale layer thickness using two 
different boundary conditions for C 0 2 (see (/) and (/;') in equa­
tion (7)) were calculated for the experiments of Hasson and 
Perl (1981) and are tabulated in Table 1. The experimental and 
calculated thickness profile for run E-3 is shown in Fig. 1. The 
results from the multispecies computations are also presented 
as plots of a dimensionless mass flux versus the dimensionless 
operating parameters of heat flux and inlet composition, as 
shown in Fig. 2. The nondimensional species concentration, 
molar deposition flux, and heat flux were defined as: 

Nf-
Nc 

DKI; q" 
Q08 

kf(TUk — TK[) 
Cf--

A.t„ 

where the temperature-dependent quantities such as Ksp and 
D are evaluated at the inlet temperature, fb\k. The reference 
temperature, TK{, is chosen for convenience at 273 K. The 
plots are for constant values of Schmidt and Reynolds num­
bers. From Part I (Table 1 and Appendix A), they are Sc = \L/ 
PD = 436 and Rey=4 5 Vz//x = 300. 

Comparison of predicted with experimental values in Table 
1 indicates an excellent agreement with a maximum error of 
about ± 16 percent. It was found that the two boundary 
conditions given by equation (7) produced almost similar re­
sults. Clearly the use of equation (26) in Part I as the form 
for the crystallization reaction and accounting for the other 
species in the deposition process has been a great improvement 
over the single-species model in predicting deposition rates in 
laminar film flow. The model can predict local deposition with 
greater accuracy than Hasson's model; the latter only gives 
average values. However, predicted inlet behavior is still in-

Deposition in Turbulent Flow in an Annulus 

With the encouraging success of the multispecies model in 
analyzing the laminar falling film system, the deposition of 
CaC03 in turbulent shell-and-tube flows with constant heat 
flux, such as that in the experiments of Sheikholeslami and 
Watkinson (1986), is considered. The process variables are 
essentially the same as in the laminar case, except that the flow 
is turbulent and that cylindrical coordinates must be used since 
calcium carbonate deposition occurs on the outside of the inner 
cylindrical surface in an annulus. The geometry of the problem 
is shown in Fig. 3. A constant flow of scale-producing water 
is maintained between the two concentric cylinders, while the 
inner cylinder is supplied with constant heat flux. The chem­
istry and equilibria of the system are similar to the laminar 
case and remain unchanged. Scale build-up on the surface on 
the inner tube causes the increase of fouling resistance. The 
prediction of the fouling resistance R/ as a function of time is 
desired, assuming inlet temperature and composition are 
known. Since the deposition rate of CaC03 scale is related to 
the increase of Rf, the determination of the CaC03 deposition 
rate allows calculation of Rf. 

Governing Transport Equations 

Fluid Flow, Due to the turbulent nature of the flow in this 
problem, an analytical derivation of the velocity profile from 
the fundamental Navier-Stokes equation would be impractical. 
However, assuming a fully developed profile (vz=vz(r)), the 
mean turbulent velocity distribution in annuli, using a semi-
empirical approach, has been shown to be approximated by 
(Bird et al., 1960) 

(\-K)R 
<~vr 

1 / \2 A 1/2 

«1 \P « 

1 lr„ 

In 

«i 
( i -xi 

where 

ln : 

1 - K 

r-KR 

R-\R 
R-

fov r<\R (8) 

forr>Xi? (9) 

21n(l//c) 

The shear stress at the wall, r0, can be obtained if the friction 
factor for the inner wall is known. This factor, fu for annuli 
has been correlated to the flow Reynolds number (Perry et al., 
1984) as 

, f ( X 2 - 2 K 2 ) 
/ l - / 2

K ( l - X 2 ) 

where /2 , the outer wall friction factor, is 

0.0791 

Then the wall shear stress may be calculated using 

To=f\P<Vz) (10) 

Unfortunately, the velocity profile given above does not ac-
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Table 2 Physical properties and initial conditions used in the calculations 
for deposition in turbulent flow 

Run No. 

20 
23 
36 
38 

rf, = 1.91x10 
rf2 = 3.70xl0 
7*blk = 298K 
p,= 2.65xl03 

Cca+ 2 (WxlO 

7.00 
6.44 
6.19 
6.59 

~ 2m 
" 2 m 

kg/m3 

kj=2.2 W / m K 

Table 3 Calculated average 

"3) C'co^ {M xlO3) 

0.0090 
0.0080 
0.0092 
0.0082 

H = 0.001 kg/ms 
p= 1000 kg/m3 

C„ = 4186 J / k g K 
A: = 0.628 W / m K 
Section length = = 1.15 m 

Qo (J/S) < 

11958 
11254 
13465 
9948 

vz) (m/s 

0.695 
0.503 
0.695 
0.299 

deposition flux and fouling resistance for four exper-
imental runs of Sheikholeslami and Watkinson (1986) over a 70-h period 

Run 20 
Experimental 
Calc. (present) 
Calc. (Hasson 
and Perl, 1981) 
Run 23 
Experimental 
Calc. (present) 
Calc. (Hasson 
and Perl, 1981) 
Run 36 
Experimental 
Calc. (present) 
Calc. (Hasson 
and Perl, 1981) 
Run 38 
Experimental 
Calc. (present) 
Calc. (Hasson 
and Perl, 1981) 

•^CaCOj 

@H 
0.167 
0.069 

0.368 
0.086 

0.444 
0.056 

0.268 
0.279 

10 

0.01 
0.010 
0.004 

0.08 
0.023 
0.005 

0.02 
0.027 
0.003 

0.05 
0.017 
0.017 

Rf (m2K/kW) at 

20 

0.02 
0.021 
0.007 

0.12 
0.045 
0.011 

0.05 
0.055 
0.007 

0.07 
0.033 
0.035 

30 

0.03 
0.031 
0.013 

0.15 
0.068 
0.016 

0.07 
0.082 
0.010 

0.07 
0.050 
0.052 

various times (h) 

40 

0.04 
0.041 
0.017 

0.17 
0.091 
0.021 

0.09 
0.110 
0.014 

0.07 
0.066 
0.069 

50 

0.05 
0.052 
0.021 

0.18 
0.114 
0.027 

0.12 
0.137 
0.017 

0.07 
0.083 
0.087 

60 

0.06 
0.062 
0.026 

0.18 
0.136 
0.032 

0.14 
0.165 
0.020 

0.07 
0.099 
0.104 

70 

0.07 
0.072 
0.030 

0.19 
0.159 
0.037 

0.16 
0.192 
0.024 

0.07 
0.116 
0.121 

curately represent the profile for regions close to the annulus 
walls. For the region adjacent to the walls, approximated by 
a boundary layer thickness 5,, one may use the following profile 
(Bird et al., 1960): 

v+=y+ for r<KR+ 8, mdr>KR-5, (11) 

where 

Vz/<Vz> 
and y+ = yivz)f\

/2P 

multicomponent equation for mass transport given in Part I 
is still valid. However, for turbulent flows, a time-averaged 
equation must be used with mean quantities C, as the dependent 
variables and with an effective turbulent diffusivity replacing 
the molecular diffusivity. The mean mass transport equation 
written for species j , where j can be Ca+ 2 , C03~2, HC03~, or 
C0 2 , in cylindrical coordinates is 

The layer thickness can be approximated as the critical thick­
ness over a plate such that, as obtained from experiments, 

10.8 n 

vz(r) 
dCj ld_ 

r dr dr 

where 

£>;,e, --D. + D, V'.turb 

5t = 
<vz)f'

2 
I P 

Heat Transfer. The development of expressions for bulk and 
surface temperatures from heat transfer consideration is sim­
ilar to the laminar case. Only mp should be redefined as the 
mass flow rate per unit of inner tube perimeter and a different 
heat transfer correlation referring to the inner tube should be 
used. For diameter ratios dl/d2>0.2, the following correlation 
for turbulent heat transfer in annuli is recommended (Perry 
et al., 1984): 

(14) 

To determine the turbulent diffusivity, the mixing length 
hypothesis is used. Assuming the turbulent Schmidt number 
to be unity, i.e., Scturb = cturb/DtuI-b= 1, DJttatb can be written 
as 

D, 7,turb : = r 
dv7 

dr 
(15) 

NU: = 0.02Re°-8Pr1/3(tf2M)0-53 
(12) 

for calculation of the heat transfer coefficient. The Reynolds 
number for heat transfer in an annulus is given as 

Re = derh/Anov,n 

where 

in which lm, the mixing length, is approximated by lm in tur­
bulent pipe flows (Schlichting, 1955): 

IJR = 0 .14- 0.08(1 -y/Rf- 0.06(1 -y/R? (16) 

where y is the distance from the wall. Since the equation is 
being used for an annulus for which the axis of zero shear is 
not in the center, two separate regions must be considered: 
one from r = KR to \R and the other from r = \R to R. Equation 
(16) then becomes 

r<\R: „ , ! m ,=0.14 

de = d2-di and Anov, = ir(d22-dj)/4 (13) 
R(K-K) 

Mass Transfer. For mass transfer in dilute solutions, the -0.0SHi-0.06Hl; H, = l-
-KR 

R(K-K) 
(17) 
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Fig. 4 Comparison of the present and Hasson's model with fouling 
data of Sheikholeslami and Watkinson (1986) 

r>\R: 
1 

/c( l -X) 
= 0.14 

-0.0W2
2-0.06H$; H2=l 

R-

/ J ( l -X) 
(18) 

The reaction rate form of equation (26) in Part I is used, 
and only the Ca+ 2 and C03~2 species are considered. The reason 
for using only two species rather than three is that in the 
turbulent case, the composition of the inlet water is given as 
alkalinity and solution pH from which the other concentrations 
can be calculated from equilibrium relations (assuming equi­
librium conditions exist). For the laminar case, all the relevant 
composition data are given for the experimental runs. The 
general initial and boundary conditions to equation (14) are 
then 

at z = 0; 'CJ = 'Cj (19) 

at V=KR; Dj dC/dr=kr(z) (C,C2-Ksp{z)) (20) 

at r = R; dCj/dr = 0 (21) 

where y'=l and 2 to represent the Ca+ 2 and COf2 species, 
respectively. 

Calculation Procedure, Results, and Discussion. The cal-
culational procedure used to solve for the concentration pro­
files of Ca+ 2 and COf2 from equation (14) is the same as 
before. The concentration gradient at the wall is obtained from 

dCj 

dr 
- 9 C ^ ' + 10CJ;2

+'-C},3+' 
8Ar 

(22) 
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Fig. S Comparison of the present and Hasson's model with fouling 
data of Sheikholeslami and Watkinson (1986) 
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Fig. 6 Nondimensionless mass flux versus pertinent dimensionless 
operating parameters 

and the mass deposition can be calculated as 
-Wcaco3=Mcaco3Z}/ 

dCj 
CaC03-K/ dr 

(23) 
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The relation between the mass of deposit and the fouling re­
sistance, Rf, can be expressed as 

dRf/dt = NCaC03/pfkf (24) 

from which the fouling resistance at any time can be calculated, 
assuming the quantities on the right-hand side of equation (24) 
to be time independent. 

The average value of the fouling resistance for several flows 
was calculated and compared with experiments (Sheikholes-
lami and Watkinson, 1986). The values of all physical prop­
erties and initial conditions used in the calculations for the 
turbulent model are given in Table 2. The values of Ea and A 
were obtained, as in the laminar case, by trial and error. The 
values for Ea/Rg (in units of K) and ln(.4) (A in units of cm4/ 
mole s) used were 4800 and 46, respectively. It was found that 
the model is quite insensitive to the kinetic parameters (Ea and 
A) beyond these values. This is quite different from the laminar 
computations, which would increase without bound if the re­
action kinetic parameters were continually increased. A grid 
of 95 steps in r and 1150 steps in z was used in the numerical 
computations. Convergence was examined in a similar manner 
as in the laminar case and the numerical error is estimated to 
be less than 0.5 percent. 

The mean mass deposition flux averaged over the axial length 
of the fouling surface has been calculated for the conditions 
of Sheikholeslami's experiments and four representative results 
are given in Table 3. Also listed in the table are the calculated, 
average value of the fouling resistance at various time. The 
experimental as well as the predicted behavior of fouling re­
sistance versus time from both the present model and Hasson's 
model (see Sheikholeslami and Watkinson, 1986, and Hasson 
and Perl, 1981) are all listed in Table 3 and compared in Figs. 
4 and 5. The comparison shows that the current multispecies 
transport model has improved significantly over Hasson's 
model. The agreement between the present predictions and 
experimental data appears to be excellent for runs with linear 
fouling behavior (see runs 20 and 36 in Fig. 4). However, the 
agreement is not as good, especially during early stages of 
scaling, for the two runs (runs 23 and 38 shown in Fig. 5) with 
asymptotic behavior. However, Sheikholeslami and Watkin­
son (1986) pointed out that most of their experiments produced 
linear plots of Rf versus time. They further stated that "asymp­
totic behavior was noted only in a few instances such as when 
the mild steel tube was used for the first time (run 23) or with 
the noncorroding copper tube at the lowest velocity (run 38)." 
They also continued to state "that for both cases, the initial 
rate was very much higher than usual, and in the former case 
the ultimate scaling resistance was also abnormally high. In a 
repeated run on the mild steel tube, scaling was linear, and 
less extensive." Therefore for practical purposes, it was con­
cluded that the predictions by the present transport model 
appears to be satisfactory for most applications. 

It should be mentioned that in using the Hasson model, the 
calculation of Sheikholeslami and Watkinson (1986) is higher 
than ours. Hasson (1990) has kindly reviewed the manuscript 
and pointed out that the difference is partly from the use of 
different heat transfer coefficient correlations and mainly from 
having used different correlations of surface reaction coeffi­
cient KR, which has an exponential dependence on temperature. 
They did not disclose in their paper what heat transfer cor­
relation was used, while the present work uses the one given 
by equation (12). As for KR, they used the earlier work of 

Hasson, namely, the Gazit-Hasson correlation (1975; cited by 
Sheikholeslami and Watkinson, 1986), which gives higher KR 

values than that of the Hasson-Perl correlation (1981) adopted 
here. It is noted in passing that a typographical error appears 
in their Hasson expression, i.e., the term x2 in their equation 
(4) should be replaced by x (the Ca+ + concentration). In any 
case, the difference has no bearing on the model proposed 
here. 

Like the previous laminar solution, the results from the 
turbulent model computations are also presented as plots of 
a nondimensional mass flux versus the dimensionless operating 
parameters of the inlet composition and flow Reynolds num­
ber, as shown in Fig. 6. The plots are for a constant laminar 
Schmidt number value of 500. The nondimensional molar flux, 
species concentration, and Reynolds number were defined as 

where dr = (dl-d\)/du the temperature-dependent quantities 
such as Ksp and D are evaluated at the inlet temperature, 
Tbik- It \" clearly seen that the calcium carbonate fouling in­
creases significantly with Reynolds number and with the inlet 
Ca+ 2 ion concentrations but less with the inlet C03~2 ion con­
centrations. 

Conclusions 
The model proposed for calcium carbonate fouling is a 

mechanistic one, based on conservation equations and surface 
reaction kinetics. When applied to a laminar falling film sys­
tem, comparisons of predicted deposition flux and fouling 
thickness with those of the experimental data indicate an ex­
cellent agreement with a maximum error of less than ± 16 
percent. Similarly, the prediction of deposition in an annulus 
with turbulent flow is also excellent for the majority of fouling 
curves observed experimentally that exhibit linear time behav­
ior, but prediction is less accurate for a few exceptional runs 
that exhibit asymptotic behavior. It has the capability of cal­
culating not only the overall fouling resistance averaged over 
the entire heat exchanger, but also the local fouling profile 
along the length of the heat exchanger. 
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Non-Darcian Effects in Open-
Ended Cavities Filled With a 
Porous Medium 
The importance and relevance of non-Darcian effects associated with the buoyancy 
driven convection in open-ended cavities filled with fluid-saturated porous medium 
is analyzed in this work. Several different flow models for porous media, such as 
Brinkman-extended Darcy, Forchheimer-extended Darcy, and generalized flow 
models, are considered. The significance of inertia and boundary effects, and their 
crucial influence on the prediction of buouancy-induced flow and heat transfer in 
open-ended cavities, are investigated. Analysis is made on the proper choice of 
parameters that can fully determine the criteria for the range of validity of Darcy's 
law in this type of configuration. Critical values of the inertial parameter, Acritl 
below which, for any given modified Rayleigh number, the Darcy flow model breaks 
down, have been investigated. It is shown that the critical value of the inertial 
parameter depends on the modified Rayleigh number and that this critical value 
increases as Ra* increases. It is also observed that for higher modified Rayleigh 
number, the deviation from a Darcian formulation appears at Darcy numbers greater 
than 1 x 10~4. The Prandtl number effects on convective flow and heat transfer 
are shown to be quite significant for small values ofPr. The Prandtl number effects 
are reduced significantly for higher values of the Prandtl number. 

1 Introduction 
The buoyancy-induced flow in fluid-saturated porous media 

has been a major topic of many studies during the past 20 
years. This is due to many engineering applications such as 
thermal insulation engineering, water movements in geother-
mal reservoirs, underground spreading of chemical waste, nu­
clear waste repository, grain storage, and enhanced recovery 
of petroleum reservoirs. Most of the previous investigations 
include natural convection in confined enclosures driven by 
horizontal temperature gradients, natural convection bound­
ary layers, and convective flows in horizontal porous layers 
heated from below. However, consideration of the open 
boundary effects on the heat transfer rate and the flow field 
is limited. One of the main characteristics of the buoyancy-
induced flows in the open-ended cavities is its basic geometry, 
which, among other aspects, reveals the interactions and the 
influence of the inner (inside the cavity) and the outer (the 
open region) flow and temperature fields. There has been very 
little work done on these types of interactions, which can occur 
in various practical applications. 

Bejan and Tien (1978) developed an approximate analytical 
solution of the fluid flow and heat transfer in a shallow porous 
cavity with vertical, permeable walls subjected to an end-to-
end temperature difference. Their results show that an end-
to-end temperature difference gives rise to a horizontal coun-
terflow pattern augmenting the heat transfer rate through the 
porous medium. The open boundary in the case of parallel 
plates is shown to enhance the heat transfer rate significantly 
through the porous medium. Later in an effort related to the 
conceptual design of porous winding structures for rotating 
superconducting electric machines, Bejan (1981) performed an 
analytical study of lateral penetration of natural convection 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 
30,1990; revision received July 24, 1990. Keywords: Geophysical Heat Transfer, 
Natural Convection, Porous Media. 

into a horizontal porous layer in lateral communication with 
a heat reservoir. The study shows that the flow penetrates 
laterally to a distance of order Hx Ra1/2, where His the height 
of the porous layer. The net heat exchange between the porous 
structure and the lateral heat reservoir is described by a Nusselt 
number of the type Nu ~ Ra1/2. 

Haajizadeh and Tien (1983) studied the same problem orig­
inally considered by Bejan and Tien (1978). In this work, the 
asymptotic solutions for a shallow open cavity including the 
numerical and experimental results are presented for an aspect 
ratio of 3.17 and Rayleigh numbers up to 120. They showed 
that the constant pressure and temperature assumptions at the 
permeable wall, as employed in the theoretical analysis, com­
pare satisfactorily with the experimental data, although in prin­
ciple the reservoir and the cavity flows are coupled. It should 
be mentioned that the boundary conditions and the driving 
mechanism in Haajizadeh and Tien's (1983) work are totally 
different from those in the work of Bejan and Tien (1978). 
For example, in contrast to Bejan and Tien's (1978) work in 
which the axial conduction was neglected, Haajizadeh and Tien 
(1983) considered the axial conduction as the main driving 
mechanism for the flow. 

The latest study in this area is by Ettefagh and Vafai (1988) 
who conducted a numerical investigation of buoyancy-driven 
flow in open-ended cavities that are obstructed by a porous 
medium. The problem was modeled as a transient, two-di­
mensional natural convection and the stream function-vorticity 
formulation was employed in their analysis. The difficulty of 
specifying the appropriate boundary conditions at the opening 
was overcome by solving the governing equations in an ex­
tended computational domain outside the opening. A detailed 
study of the flow characteristics including the heat transfer 
analysis inside the open-ended cavity was performed. Steady-
state and transient results were obtained for various modified 
Rayleigh numbers, aspect ratios, and temperature levels. Their 
results indicated that the flow field inside the open-ended cavity 

Journal of Heat Transfer AUGUST 1991, Vol. 113/747 

Copyright © 1991 by ASME
Downloaded 15 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



and near the aperture plane was relatively insensitive to the 
far field boundary conditions provided that the boundaries 
were set far enough from the opening. In this work, the crucial 
influence of the external corners on the flow pattern and heat 
transfer process in terms of vorticity generation and the flow 
instabilities was also observed. The presence of "humps" as 
well as the periodic behavior in the variation of the cavity 
Nusselt number with time were discussed in length. It was 
found that decreasing the aspect ratio had a stabilizing effect 
on the flow field. They also concluded that an increase in the 
temperature of the upper block considerably enhances the heat 
transfer from the upper block while slightly increasing that of 
the lower block. 

The preceding literature survey suggests that very little re­
search has been conducted in the area of natural convection 
in partial enclosures or open-ended cavities filled with fluid-
saturated porous medium. In all of the above investigations, 
Darcy's law has been utilized as the governing momentum 
equation. The most common reason for the wide use of a 
Darcian formulation in recent investigations is its simplicity. 
However, the Darcian formulation breaks down when bound­
ary and inertial effects become important. Such is the case for 
heat transfer through a porous layer in the convection-dom­
inated regime, where the vertical velocity is quite large. 

At higher velocities, inertial effects become appreciable, re­
sulting in an increase in the form drag. Forchheimer (1901) 
recognized the breakdown of Darcy's law at high speeds and 
suggested the addition of a quadratic velocity term to Darcy's 
equation. The effect of a solid boundary on flow and heat 
transfer in a porous medium originates from vorticity diffusion 
caused by the boundary frictional resistance. This resistance 
is in addition to the bulk frictional drag induced by the solid 
matrix, which embodies Darcy's law. For the flow through a 
porous medium with a high permeability, Brinkman (1947) 
suggested that the momentum equation for porous media flow 
must be reduced to the viscous flow limit and suggested the 
addition of the classical frictional term to the Darcy flow 
model. The Brinkman—extended Darcy model includes the 
shear stress terms and makes it possible for the no-slip con­
dition to be satisfied at the boundaries. Since Darcy's law is 

one order less than the Navier-Stokes equation, only the im­
permeable boundary condition at the surface can be satisfied, 
while the no-slip boundary condition cannot be satisfied. It 
should be emphasized that none of the above models account 
adequately for the transition from porous medium flow to 
pure fluid flow as the permeability increases. A model that 
bridges the entire gap between the Forchheimer-extended Darcy 
flow model and the Navier-Stokes equation was developed by 
Vafai and Tien (1981). 

In recent years, several attempts have been made to examine 
the non-Darcy effects on buoyancy-induced flow and heat 
transfer in porous media. These studies generally concentrate 
on problems such as buoyancy-driven flow by horizontal tem­
perature gradients in cavities, convective flow and heat transfer 
in porous cavity heated from below, and natural convection 
boundary layer flows. Most of these studies have investigated 
either the inertia or boundary effects individually while con­
siderations of both effects simultaneously via generalized flow 
model are very limited in literature. However, since these stud­
ies have used geometric configurations other than a partially 
open or an open-ended cavity filled with a porous medium, 
they will not be reviewed here for the sake of brevity. 

The purpose of the present study is to consider the gener­
alized equation of motion, and examine the significance of 
both the Forchheimer and the Brinkman modifications on the 
predictions of buoyancy-induced flow and heat transfer in 
open-ended cavities filled with fluid-saturated porous medium. 
In the course of this study, an analysis will be made on the 
proper choice of a parameter or combination of parameters 
that can fully describe the criteria for the range of validity of 
Darcy's law in these type of configurations. 

2 Mathematical Formulation 

A schematic of the physical model and coordinate system 
is shown in Fig. 1. The problem is modeled as an incompressible 
transient two-dimensional buoyancy-induced flow through an 
isotropic, homogeneous, fluid-saturated porous medium. The 
thermophysical properties of the solid and fluid are assumed 
to be constant except for the density variation in the buoyancy 
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H 

Fig. 1 Schematic of an open-ended cavity 

term. Also, it is assumed that the solid matrix and the fluid 
are in local thermodynamic equilibrium. These equations gov­
erning the conservation of mass, momentum, and energy in 
their general form can be written as in Vafai and Tien (1981) 
and Vafai (1984) 

Pj-Du 

5 D~t~ 

V-u = 0 

Vp + MeffV2u + Pfg P(T- r „ ) 

K K 

dT 
a— + u » v r = a e f f V T 

dt e" 

(1) 

lulu (2) 

(3) 

where 

lul = V"2 + 
In the above equations u is the velocity vector, p is the pressure, 
g is the gravitational vector, T is the temperature, pj is the 
fluid density, K is the permeability of the porous medium, aeff 

is the effective thermal diffusivity, jXf is the viscosity of the 
fluid, /ieff is the apparent viscosity of the medium, <5 is the 
porosity of the porous medium, (3 is the volume thermal ex­
pansion coefficient of the fluid, a the thermal capacitance of 
the porous matrix, and .Fis the inertial coefficient, an empirical 
function that depends on Reynolds number and the micro-
structure of the porous medium. While the effective viscosity 
of the fluid-saturated porous medium ^eff associated with the 
Brinkman term in the momentum equation may have a dif­
ferent value than the fluid viscosity ^ (Cheng, 1978), as a first 
approximation ^eff is taken equal to \x.f in the present study. 
This approximation provides a good agreement with the ex­
perimental data reported by Lundgren (1972) and Neale and 
Nader (1974). It is worth noting that here, the thermal dis­
persion effect is accounted for by lumping it with the thermal 
conductivity. That is, we have taken one of the customary 
approaches in which thermal dispersion contribution is em­
bedded into the effective thermal conductivity. Hence the ef­
fective thermal diffusivity can be decomposed into two parts: 
One stands for the stagnant thermal diffusivity of the fluid-
saturated porous medium and the other incorporates the ad­
ditional thermal transport due to the transverse mixing. The 
above approach has the advantage of not diluting our main 

goal for this investigation, i.e., boundary and inertial effects 
in open-ended cavities. 

In two-dimensional Cartesian coordinates, upon cross dif­
ferentiation and eliminating pressure in the momentum equa­
tions and introducing the stream function and vorticity, the 
vorticity transport and stream function equations in their gen­
eral forms can be written as 

et£t 
5 Dt 

/-</v2r Mi -^-pr( — ( l u l u ) -
dx 

l u lu ) ) P^TX 
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In the above equations, f is the vorticity and ^ is the stream 
function. It is convenient to cast the governing equations in 
dimensionless form by introducing the new nondimensional 
variables 
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The resultant nondimensional governing equations are written 
as 

PI 
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f - A 
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( IUIK) 
dx 

V 2 * = f 

( luly) (4) 

(5) 

96> dd dd 2n 

dt dx dy 
(6) 

In the above equations the superscripts are dropped for con­
venience. The nondimensional parameters are defined as Ray-
leigh number Ra = gfiH3AT/aet!Pf, Darcy number Da = K/H2, 
the modified Prandtl number Prm = Vf<j5/as!t, the inertial 

parameter A = F82aH/-\fx = Fd2a/\pDa., and the modified 
Rayleigh number for porous medium Ra* = g@HKAT/aenVf. 
It should be noted that when the convective terms in the mo­
mentum equation (Vafai and Tien, 1981) are neglected and 
under steady-state conditions Prm = Pr = v/aet!, t* = ta/ 

H2 and A = FdH/^fx = Fb/\pD&. 
Equation (4) is the vorticity transport equation in a fluid-

saturated porous medium based on the general flow model, 
which incorporates both the boundary and inertial effects. The 
use of different models instead of the general flow model would 
result in essentially a total of three different limiting forms of 
this equation, which are given as 
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Fig. 2 The nonuniform grid distribution for the portion of the compu­
tational domain that concentrates on the cavity and its immediate sur­
roundings 

Darcy flow model 

V 2 * = -Ra* — 
dx 

Forchheimer-extended Darcy flow model 

V 2 ^ = - R a — -
ADa 

Prm 

( lulu) 
dx Prm \dy 

Brinkman-extended Darcy flow model 

dx 
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Pr, , V 2 f - Prm Ra • 

de 
dx 

Pr 

Da f (9) 

It should be noted that equation (9) would reduce to the vor-
ticity transport equation in a regular medium in the limiting 
case of very high-permeability porous medium (AT—oo). 

Dt 
= P r m V 2 f - P r m R a 

30 
dx 

(10) 

The lower and upper block Nusselt numbers are defined as the 
ratio of actual heat transfer rate to pure conduction heat trans­
fer rate. The rate of heat transfer across the open-ended cavity 
was calculated in terms of a cavity Nusselt number, which 
represents the nondimensional total rate of heat transfer from 
the entire cavity, and is given as 

Nu„ = A 
Jo dy 

dx+ 
Jo dv 02 Jo dy 

Adx (11) 

3 Boundary Conditions 
Schematics of the computational domain including the 

proper boundary conditions are shown in Figs. 2 and 3. The 
stream functions along the impermeable block surfaces are 
taken to be zero. The vorticity along these surfaces is deter­
mined by invoking the no-slip conditions for the cases of Brink-
man-extended Darcy and the general flow models. Temperature 
conditions are specified temperature at the base and adiabatic 
conditions along the vertical portion of the blocks. The stream 
function value and normal temperature gradient are set to zero 
at the symmetry line. In addition, the symmetry condition 
requires the vorticity to be zero in the cases of Brinkman-
extended Darcy and the general flow models. The far field 
boundary conditions are approximated by setting the normal 
gradients of the velocity and the temperature to zero. The 
validity of these conditions is explored in more detail later on. 
The vorticity values at these locations are calculated from the 

Fig. 3 Schematic of computational domain along with the extended 
boundary conditions 

stream function distribution in the cases of Brinkman-ex­
tended Darcy and the general flow models. 

Since there are two kinds of temperature (specified temper­
ature on horizontal portion and adiabatic on vertical portion) 
imposed on the convex corners, a multivalued procedure is 
used at the corners. Such discontinuous treatment for a field 
variable is discussed by Thorn and Apelt (1961), Roache and 
Mueller (1970), and Kacker and Whitelaw (1970) and used by 
several different researchers. Here to model the mathematical 
limit of a sharp corner, the method of discontinuous vorticity 
values, as described by Ettefagh and Vafai (1988) and Vafai 
and Ettefagh (1990), has been utilized. In the cases of Brink­
man-extended Darcy and the general flow models, due to 
discontinuity of vorticity at sharp corners, a multi-valued pro­
cedure similar to the temperature evaluation is employed for 
the vorticity calculation at the convex corners. 

4 Numerical Solution; Stability and Accuracy of the 
Numerical Scheme 

The governing equations (4)-(6) were approximated by fi­
nite-difference method and the discretized equations were 
solved numerically on a Cray-YMP via a highly vectorized 
scheme. The transient transport equations were solved in a 
variable grid mesh by a modified ADI method, which incor­
porates the upwind differencing and accounts for the convec-
tive instabilities. The treatment of the inertial term for the case 
of general flow model required a special consideration. In one 
approach the inertial term could be considered as a source term 
in the vorticity transport equation. Alternatively, this inertial 
term could be split into two parts: The first part would be 
combined with the Darcy term and taken to the left-hand side 
of the equation, while the other part would be treated as part 
of the source term. Both of the above procedures were con­
sidered and it was observed that there were no significant 
changes in the Nusselt numbers obtained from the above two 
methods. In this work, the inertial term was linearized and 
considered as a source term. 

• At each time step, the stream function equation was solved 
by an extrapolated Jacobi scheme, an iterative method with 
optimum overrelaxation. This scheme has some similarities 
with the original Jacobi scheme (Nakamura, 1990). However, 
unlike other iterative methods in which the entire grids are 
updated, in this scheme only half of the nodal points are 
updated for any given iteration level while the other half are 
updated at the next consecutive iteration level. Furthermore, 
before starting each iteration cycle the newly iterated nodal 
values are overrelaxed using the optimum overrelaxation pa-
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rameter. It can be shown that the extrapolated Jacobi scheme 
has the same convergence rate as the conventional SOR method 
and even its spectral radius is the same as that of SOR. Hence, 
the algorithm for its optimum overrelaxation parameter is the 
same as the one for SOR (Nakamura, 1990). But, its advantage 
is that it can be vectorized, which makes it very efficient when 
used on a Cray-YMP. This efficiency is best explained when 
one realizes that most of the computer time spent results from 
the solution of the Poisson equation. 

There are several important aspects of the numerical sim­
ulation of the flow field and heat transfer in these type of 
configuration that need to be explored. The problem of spec­
ifying the proper boundary conditions at the openings was 
overcome by extending the computational domain in both the 
horizontal and vertical directions. The open boundary con­
ditions were approximated by specifying zero normal gradients 
for the velocities and temperature at the far field locations. 
These approximations supplied enough accuracy for the results 
provided that the computational domain was extended far 
enough. In this work, the extension of at least 16 times the 
cavity height was necessary so as to retard any significant 
changes in the flow field and heat transfer characteristics inside 
the open cavity and its immediate surroundings. The symmetry 
condition at the centerline of the cavity was validated by com­
paring the numerical results obtained for half of the open-
ended cavity, using the symmetry conditions, versus the full 
numerical simulation of the entire open-ended cavity. In ad­
dition, the flow was extensively perturbed by employing dif­
ferent asymmetric initial conditions and again a return to a 
symmetric state was observed. 

The energy equation is advanced in time according to the 
ADI method. The spatial derivatives are approximated in the 
nonuniform grid system by central differencing. The convec-
tive terms are represented by the second upwind differencing 
to avoid the stability problem associated with the central dif­
ferencing and the inaccuracies caused by the artificial viscosity 
effects associated with the first upwind differencing. In the 
cases of Brinkman-extended Darcy and the general flow 
models, the vorticity is then advanced in time using the ADI 
method. The stream function is then updated by the Extrap­
olated Jacobi scheme. The heat flux is calculated by three-
point differencing of the temperature gradients at the walls, 
and the cavity Nusselt number is found upon numerical in­
tegration of equation (7) using Simpson's rule. A convergence 
criterion 0.01 percent or less change in 6, ^ , and fat all nodes 
in the domain has been used to test the steady-state conditions. 

To resolve the flow field and heat transfer rate near the walls 
adequately, a variable grid system was used. Figure 3 displays 
the nonuniform grid distribution for the portion of the domain 
that concentrates on the cavity and its immediate surroundings. 
The grid distribution was chosen such that the criteria 

Ax, - A*,_, = O {(A*,--,)2) 

and 

Ayj-Ayj-t = 0 ( ( A ^ _ , ) 2 1 

would always be satisfied. In the above expressions Ax, and 
Ayj are the spatial distances between nodal locations x, and 
xi+l, andyj andy J + l , respectively. These criteria ensured that 
the truncation error for the utilized variable grid system would 
be locally second order accurate. 

In our work it was ascertained that using larger spatial ex­
tensions or smaller time steps (relative to what was used to 
obtain the numerical results) have no influence on the transient 
or the steady-state results for the stream function, temperature, 
vorticity, and the temporal Nusselt number distributions. First, 
the open boundaries were systematically extended in both di­
rections and it was determined that it was necessary to extend 
the computational domain at least 16 times the height of the 

cavity to eliminate the effects of the far field solution on the 
flow field and the heat transfer characteristics inside the open 
cavity and its surroundings. Next, we used consecutively smaller 
time step sizes to obtain time step independent solutions. The 
latter process was done with the proper extensions found from 
the first stage of our accuracy tests. Finally we have ascertained 
that simultaneous changes in the spatial domain and the mag­
nitude of the time step have less than one half of a percent 
influence on any of our results. 

Based on these tests, it was found that in order to resolve 
the flow field accurately near the boundaries, especially for 
higher modified Rayleigh number flows, a variable grid system 
having the smallest mesh size of (0.01) should be used inside 
the open cavity. The typical time increment for time step in­
dependent solutions was found to be 10"3 for lower and 5 x 10"4 

for higher modified Rayleigh numbers. For cases with very 
small inertial parameters, the time increment of 2 x 10"5 had 
to be used in order to achieve time step independent solutions. 

5 Results and Discussion 
The influence of governing physical parameters such as the 

Rayleigh number, Darcy number, inertial parameter, and mod­
ified Rayleigh number on the heat transfer and flow field for 
natural convection in open-ended cavities was studied. The 
Forchheimer-extended Darcy equation of motion for flow 
through porous media was utilized to investigate the inertial 
effects on natural convection in an open-ended cavity. The 
boundary effects on buoyancy-driven flow and heat transfer 
were examined through the use of the Brinkman-extended 
Darcy flow model. Finally, the general flow model was utilized 
to demonstrate the significance of both the inertial and the 
boundary effects on the buoyancy-induced flow and heat trans­
fer in open-ended cavities filled with porous medium. 

An open-ended cavity with an aspect ratio of A = 0.5, a 
lower block surface temperature of dx = 1, an upper block 
surface temperature of 62 = 1. and a working fluid with a 
modified Prandtl number, Pr,„, of 1 was considered as the 
general case in this work. In all cases, numerical results were 
obtained via a time-marching technique from an initial con­
dition of stagnant isothermal fluid (at ambient temperature) 
to steady state. The results are illustrated in terms of stream­
lines and isotherms and only the portion that concentrates on 
the open-ended region and its close vicinity is presented. It 
should be noted that the values of isotherms start with 0.1 and 
are incremented by 0.1 for all figures presented in this work. 
In presenting the steady-state results the streamline contour 
values are set to zero on all solid boundaries and then each 
subsequent contour is incremented by 1. 

5.1 Inertial Effects. Inertial effects on the buoyancy-in­
duced flow and heat transfer in open-ended cavities were 
studied by invoking the Forchheimer-extended Darcy equation 
of motion for flow through fluid-saturated porous medium. 
It should be mentioned that the open-ended configuration is 
entirely different from a closed enclosure geometry and there­
fore the range of validity of Darcy's law must be established 
separately for it. The calculations were made for a range of 
modified Rayleigh numbers Ra* < 350, and a range of inertial 
parameters 0.09 < A < 200. In this study, the experimental cor­
relation of Beavers and Sparrow (1969) was employed. They 
propose that the expression of FS = 0.074 should be a valid 
representation for porous media made up of metallic fibers 
that do not have any free ends within the medium. In any case 
the chosen value represented a range of practical applications. 
The value cited for FS is just a representative value. Therefore, 
it is immaterial whether the cited value (i.e., correlation for 
F8) is valid for higher Darcy numbers. In the present inves­
tigation a parametric investigation is performed on the inertial 

parameter, A = Fb2o/\jDa. These types of inertial parameter 
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(a) (b) (c) (d) 

Fig. 4 Streamlines and isotherms for Ra* = 100, Prm = 1, and different 
inertial parameter 

were first introduced and analyzed by Vafai and Tien (1981) 
and later used by other investigators such as Prasad and Tun-
tomo (1987), etc. 

The temperature and flow fields for Ra* = 100 and using 
Darcy's law as the fluid flow model are illustrated in Fig. 4(a). 
Figures 4(b-d) present the streamlines and isotherms for Ra* 
= 100 and different inertial parameters in the range of 0.09 
< A < 55. A close examination of the results for A = 55 
(Fig. 4b) shows the great amount of qualitative as well as 
quantitative similarities to the Darcy flow results (Fig. 4a). 
The stream function's maximum value of 19.55 in Fig. 4(a) is 
comparable to the corresponding value of 19.52 in Fig. 4(b). 
The heat transfer results for A = 55 also show that the inertial 
effects are negligible and the Nusselt number is only 0.18 per­
cent lower than the value obtained without Forchheimer's ex­
tension. As the inertial parameter is increased, significant 
changes occur in velocity distributions as can be seen in Figs. 
4(c) and 4(d). The flow rate decreases with a decrease in inertial 
parameter. In fact, the maximum value of stream function 
changes from 17.39 to 11.28 when the inertial parameter de­
creases from 0.55 to 0.09 for a modified Rayleigh number of 
Ra* = 100. The heat transfer results also follow the same 
trend, in which the Nusselt number changes from 2.029 to 
1.530 for the same reduction in the inertial parameter. It should 
be pointed out that an increase in the inertial parameter in the 
above figures translates into a decrease in the Darcy number 
Da. This is because in this figure for a fixed value of, e.g., 
F8 = 0.074, specifying a value for the Darcy number in effect 
fixes a value for the inertial parameter. 

Figures 5(a-d) present the streamlines and isotherms for the 
similar range of inertial parameters but for a modified Rayleigh 
number of Ra* = 350. As illustrated by the above figures, the 
effects of a decrease in the inertial parameter appear to be 
quite similar to that of Ra* = 100. This trend in fact was found 
to be the case for all of the modified Rayleigh numbers that 
were investigated in this work. The boundary layer along the 
block surface becomes less pronounced as the inertial param­
eter is decreased as indicated in Fig. 5. Finally, the stratification 
along the upper block is reduced with a decrease in the inertial 
parameter as witnessed by the reduction in number of hori­
zontal isotherms close to the upper block surface shown in 
Fig. 5(d). It should be mentioned that the critical value of the 
inertial parameter, Acrit, below which the Darcy flow model 
breaks down, increases for higher modified Rayleigh numbers. 
Indeed, as shown in Fig. 6, Acrjt changes from 27 to about 190 
with an increase in Ra* from 50 to 350, respectively. 

5.2 Boundary Effects. The influence of impermeable 
boundaries on natural convection in open-ended cavities filled 
with fluid-saturated porous medium was investigated by uti-
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Fig. 5 Streamlines and isotherms for Ra* = 350, Pr,„ = 1, and different 
inertial parameters 

lizing the Brinkman-extended Darcy equation of motion. The 
calculations were performed for the wide ranges of Rayleigh 
number 103<Ra<2x 105, modified Rayleigh number 
10<Ra*<104, and Darcy number 5x 10"4<Da<10_1. It 
should be noted that, based on the definition of these dimen-
sionless parameters, once any two of the above parameters are 
specified then the third one will be fixed. Although the analysis 
of high Darcy number cases is mainly of academic interest, 
nevertheless, the results from high Da have highlighted the 
significance of the boundary effects in drawing important con­
clusions regarding the fluid flow and heat transfer character­
istics in these type of geometries. In what follows, the results 
from parametric studies for two different cases are reported. 

5.2.1 Casel: Fixed Modified Rayleigh Number. In this 
case, the modified Rayleigh number is kept constant, Ra* = 100, 
while the Darcy number is varied. The streamlines and iso­
therms using Darcy's law as the equation of fluid motion are 
presented in Fig. 1(a). The results for a wide range of Darcy 
number 5x 10~4<Da<10_1 and Ra* = 100 are illustrated in 
Figs. l(b-d). Comparison of the results in Figs. 6(a) and 6(b) 
indicates that the flow is governed by Darcy's law for 
Da<5xl0~4and Ra* = 100. The maximum value of stream 
function changes from 19.55 to 19.56 as Da changes from zero 
to 5 x 10~4, respectively. The Nusselt number for the case of 
Da = 5xl0~4 indicates a very small reduction of 1.4 percent 
from the corresponding value obtained by Darcy's law. 

As the Darcy number increases, the heat transfer mechanism 
inside the open-ended cavity changes from convection domi­
nated to more of a conduction mode of energy transfer as 
witnessed by the shapes of the isotherms in Fig. 7. Conse­
quently, the heat transfer rate inside the open-ended cavity 
decreases substantially. In fact, the Nusselt number experiences 
a 64.5 percent reduction as the Darcy number increases from 
5xl0~4 to 10"'. Figure 7 also shows that as Da increases, the 
velocity of incoming and outgoing flows decrease considerably. 
It is interesting to note that as Da increases, the medium be­
comes more permeable and consequently, one would expect 
the flow to. penetrate more inside the open cavity. However, 
the results actually show that the flow penetration decreases 
substantially. This is attributed to the fact that for fixed mod­
ified Rayleigh number, as the Darcy number increases, the 
Rayleigh number, which in this case is the main driving force, 
decreases. Hence, as a result, the velocity of incoming as well 
as outgoing flow decreases and the extent of flow penetration 
inside the open-ended cavity also decreases drastically. 

Similar effects were also observed for cases with higher mod­
ified Rayleigh numbers. Although the boundary effects have 
common features for higher Ra*, the viscous diffusion effect 
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(a) (b) (c) (d) 

Fig. 7 Streamlines and isotherms for Ra* = 100, Prm = 1, and different 
Darcy numbers. 

in the wall region is of greater significance for higher Ra* 
flows. So, the deviation from Darcy flow model at higher Ra* 
appears at smaller Darcy number. 

5.2.2. Case 2: Fixed Rayleigh Number. Here, the Ray­
leigh number is kept constant, Ra = 104, while the Darcy 
number is varied. Figures 8(a-c) depict the streamlines and 
isotherms for 10~3 <Da< 10"1 while Fig. 8(d) shows the cor­
responding results for the limiting case of regular medium 
(AT—oo). It is clearly seen in Figs. 8(a-c) that as Darcy number 
increases, the speed of incoming and outgoing flows increase 
considerably. In fact, the maximum value of stream function 
undergoes a drastic increase (600 to 1200 percent) when Da is 
increased by one to two orders of magnitude respectively. 
Figure 8 shows that as the Darcy number increases, the flow 
penetration inside the open cavity also increases. For a fixed 
Rayleigh number, an increase in Darcy number results in an 
enhancement of the modified Rayleigh number, which is the 
main driving force in this case. Therefore, the flow penetration 
inside the open-ended cavity increases substantially. 

The isotherms in Fig. 8 show that as the Da is increased, 
conduction-dominated heat transfer is changed to a convec­
tion-dominated mechanism inside the open-ended cavity. In­
deed, the heat transfer rate increases considerably (223 or 302 
percent enhancement) as Da increases by one or two orders of 
magnitude, respectively. Comparison of the Figs. 8(c) and 8(d) 

(a) (b) (c) (d) 

Fig. 8 Streamlines and isotherms for Ra = 10", Prm = 1, and different 
Darcy numbers 

(a) (b) (c) (d) 

Fig. 9 Streamlines and isotherms for Ra* = 100, Prm = 1, A = 0.74, 
Da = 10-2, and different flow models 

shows that when Da= 10"', the flow field and heat transfer 
characteristics in a porous medium approach those of the reg­
ular medium. Indeed, as Da is further increased, an asymptotic 
solution is obtained that is independent of the permeability of 
the porous matrix, or the Darcy number. 

It should be emphasized that although the effect of an in­
crease in the Darcy number appears to be very similar at all 
Rayleigh numbers, its effect is more important at higher Ray­
leigh number flows. However, the Brinkman-extended Darcy 
flow model is valid only at low velocities when the inertial 
effects are neglected. 

5.3 Inertial and Boundary Effects. To predict the con-
vective flow and heat transfer accurately in open-ended cavities 
filled with fluid-saturated porous medium, the generalized flow 
model of Vafai and Tien (1981) is used. Typical numerical 
results for a case with modified Rayleigh number Ra* = 100, 
Darcy number Da= 10~2, modified Prandtl number, Prm, of 

. 1, and the inertial parameter of A = 0.74 are reported. 
Figures 9(a-d) illustrate the results for cases where Darcy, 

Forchheimer-extended Darcy, Brinkman-extended Darcy, and 
the generalized flow model have been utilized, respectively. 
Comparison of the streamline contours in Figs. 9(a) and 9(b) 
shows that the flow field is modified by the inclusion of the 
inertial term. In fact, the inertial effect has caused a decrease 
in flow rate (8.3 percent reduction in the maximum value of 
stream function). Hence, the heat transfer rate also undergoes 
a 7.3 percent reduction. Inspection of the streamlines near the 
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Fig. 10 Streamlines and isotherms for Ra* ; 
10~2, and different modified Prandtl numbers 

100, A = 0.74, Da = 

solid boundaries in Figs. 9(a) and 9(b) and their comparison 
with Figs. 9(c) and 9(d) indicate that the viscous diffusion 
effects in the wall region are not present since the boundary 
effects were not included. 

Figure 9(c) clearly depicts the influence of the boundary 
effects near the solid walls, which causes a decrease in flow 
rate compared to the corresponding Darcy results. In this case, 
22 and 31.4 percent reductions in maximum value of stream 
function and heat transfer rate are observed, respectively. 
Comparison of the results in Figs. 9(c) and 9(d) indicates that 
the inclusion of inertial term does not influence the flow field 
considerably (5.7 percent reduction in maximum value of stream 
function). The calculated Nusselt number shows even smaller 
change in the magnitude of the heat transfer rate (2.3 percent 
reduction). This is attributed to the fact that although the 
inertial effects play a major role especially at Reynolds numbers 
(based on the particle diameter) greater than one, the viscous 
diffusion effects near the wall region are more important since 
the convective heat transfer is generally considered as a bound­
ary phenomenon. 

5.4 Modified Prandtl Number Effects. To study the ef­
fect of different working fluids on fluid flow and heat transfer 
characteristics in open-ended cavities, numerical results are 
obtained for the general case with Ra* = 100, A = 0.74, 
Da=10 -2 , and different modified Prandtl numbers. Figures 
W(a-d) present the streamlines and isotherms for cases with 
Prm = 0.01, 0.1, 1.0, and 7.0, respectively. 

As Prm increases from 0.01 to 0.1, the speed of incoming 
and outgoing flows also increases substantially. The maximum 
value of stream function undergoes a 126 percent increase and 
the flow penetration inside the open-ended cavity increases as 
shown in Fig. 10(b). Consequently, the conduction-dominated 
heat transfer inside the open-ended cavity changes to partially 
convective heat transfer as illustrated by the shapes of the 
isotherms in Fig. 10(b). As a result, the heat transfer result 
experiences an 87.4 percent increase in the Nusselt number. 
Similar enhancements in flow rate and the heat transfer rate 
are observed as the modified Prandtl number increases from 
0.1 to 1.0 (48.5 and 40.3 percent increase in maximum value 
of stream function and Nusselt number, respectively). As Prm 
is further increased (1.0 to 7.0), the relative increase in flow 
rate as well as the heat transfer rate is reduced. In fact, the 
maximum value of stream function is only increased by 8.4 
percent while the Nusselt number increase is about 7 percent. 
This is attributed to the fact that in the high modified Prandtl 
number limit, the inertial effects are negligible and equation 
(4), the generalized model, reduces to the Brinkman-extended 
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Fig. 11 (a) Temporal cavity Nusselt numbers for Ra* = 100, Prm= 1, and 
different inertial parameters; (6) variations of the Nusselt number as a 
function of inertial and Rayleigh numbers 

Darcy flow model, equation (9), which approaches an asymp­
totic solution that is independent of the modified Prandtl num­
ber. 

5.5 Heat Transfer Results. The cavity Nusselt number 
defined as the sum of the lower block and upper block Nusselt 
numbers is evaluated by numerical integration of the equation 
(11). The time history of cavity Nusselt numbers from the onset 
of fluid flow to steady state for different case studies is re­
ported. The crucial influences on inertial and boundary effects 
individually as well as the inclusion of both effects on the heat 
transfer rate inside the open-ended cavities are examined. 

Figure 11(a) shows the temporal cavity Nusselt number for 
Darcy flow and Forchheimer-extended Darcy flow with a mod­
ified Rayleigh number of Ra* = 100, modified Prandtl number 
of Pr„,= 1.0, and different inertial parameters. The heat trans­
fer results for cases with Acrit = 55 and the corresponding one 
for Darcy flow, for Ra* = 100, are almost identical as clearly 
illustrated in Fig. 11(a). It should be reiterated that the value 
of critical inertial parameter, Acrit, increases for higher mod­
ified Rayleigh flows. The plots in Fig. 11(a) also show that as 
the inertial parameter increases, the heat transfer rate inside 
the open-ended cavity increases. This trend is found to be the 
same for different values of modified Rayleigh numbers. Fig­
ure \l(b) shows that the Nusselt number increases with an 
increase in the inertial parameter up to a point, Acrjt, beyond 
which it reaches its asymptotic value obtained by the Darcy's 
law formulation. 
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Table 1 Nusselt numbers for Ra" = 500, 4 = 1, and Pr = 1 (inertial 
effects) (Forchheimer-extended Darcy flow model) 

A oo 55 11 5.5 1.1 0.55 0.11 0.05 

Fs/Pr* 0 10"4 5x10"" 10"3 5xl0"3 10"2 5xl0~2 10"1 

Present 8.98 8.92 

Prasad and 

Tuntomo 9.27 9.17 

(1987) 

Lauriat 8.96 8.90 

(1987) 

1.67 8.44 7.24 6.46 4.55 3.80 

1.84 8.52 7.51 6.36 4.67 3.87 

1.60 8.45 7.31 6.56 4.60 3.82 
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Table 2 Nusselt numbers for A = 1 and Pr = 1 (boundary effects) 
(Brinkman-extended Darcy flow model) 

DARCY NUMBER 

(b) 
Fig. 12 (a) Temporal cavity Nusselt numbers for Ra* = 100, Prm = 1, 
and different Darcy parameters; (b) variations of the Nusselt number as 
a function of different Darcy and Rayleigh numbers 

The temporal cavity Nusselt numbers for Darcy flow and 
Brinkman-extended Darcy flow with Ra* = 100, Pr,„ =1.0, and 
a range of 5 x 10~4<Da<l xlO"1 are presented in Fig. 12(a). 
In this case, the heat transfer results from the Darcy model 
and the corresponding ones from the Brinkman-extended 
Darcy model are identical provided that the critical Darcy 
number is less than 5x 10-4. Figure 12(a) clearly shows that 
as Da is increased, the heat transfer rate inside the open-ended 
cavity is decreased. Again, this trend is found to be the same 
for different values of modified Rayleigh numbers. Figure 
12(b) indicates that for Darcy numbers less than 1 x 10~4, there 
are no variations between the Nusselt numbers obtained from 
Darcy's law and the corresponding ones computed by the 
Brinkman-extended Darcy model. 

Figure 13(a) presents the temporal cavity Nusselt numbers 
for Darcy flow with Ra* = 100, Forchheimer-extended Darcy 
flow with A = 0.74, Brinkman-extended Darcy flow with 
D a = l x l 0 ~ 2 , and the generalized flow model with 
Da = 1 x 10~2, A = 0.74, and Prm = 1.0. The results clearly show 
that the inclusion of each individual term (inertial and bound­
ary) as well as simultaneously incorporating both terms in the 
equation of fluid motion reduces the heat transfer results. In 
fact, in cases when both the boundary and inertial effects are 
important, utilization of Darcy flow model would overpredict 
the cavity Nusselt number considerably. 

The modified Prandlt number effect on the heat transfer 
rate is illustrated in Fig. 13(b). Here, the temporal cavity Nus­
selt numbers for the generalized flow model with Ra* = 100, 
A = 0.74, Da= 1 x 10~2, and different modified Prandtl num­
bers are presented. The plots in Fig. 13(b) clearly show that 
as Prm increases, the heat transfer rate inside the open-ended 
cavity also increases. It should be reiterated that in the limiting 
cases of high Prm, there exists an asymptotic cavity Nusselt 
number, which is independent of the magnitude of the modified 

Da 
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10 5 10 5 10 S 
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Present 

Prasad et al. 
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1.07 
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3.02 

12.64 

12.42 

1.06 

1.05 

2.45 

2.41 

7.42 

7.29 

Prandtl number. This behavior, which is expected (by exam­
ining the vorticity equation at the high Prandtl number limit), 
was also observed by Kladias and Prasad (1988) for a closed 
horizontal layer. 

6 Validation and Comparison 
The program developed for this study was validated for 

different cases of Forchheimer as well as Brinkman-extended 
Darcy flow models. Since there was no previous investigation 
of boundary and inertial effects in open-ended geometries, a 
systematic validation of results was made with cases of a ver­
tical cavity filled with fluid-saturated porous medium. The 
geometry considered was a rectangular cavity with isothermal 
heated and cooled vertical walls in which the horizontal walls 
were maintained adiabatic. All the results were computed for 
an aspect ratio of A = 1 and Prandlt number of Pr = Vf/atK 
= 1. Again when the convective terms in the momentum equa­
tion (Vafai and Tien, 1981) are neglected and under steady-
state conditions Prm = Pr and A = FSH/yjK = FS/VDa. Of 
course, both of the abovementioned conditions are satisfied 
when Forchheimer-extended Darcy flow model is used. There­
fore, in these comparisons, Prm = Pr and A = F5H/\fK = 
,F<WDa. 

The numerical results for Forchheimer-extended Darcy flow 
model were benchmarked against the results presented by 
Prasad and Tuntomo (1987) and Lauriat's results reported via 
a personal communication with the same authors. As shown 
in Table 1, it is evident that the present Nusselt numbers are 
in an excellent agreement with those of Lauriat and they are 
at most up to 3 percent lower than the ones from Prasad and 
Tuntomo (1987). 

In order to validate the Brinkman-extended Darcy flow re­
sults, the work of Prasad et al. (1988) was considered. Table 
2 exhibits the Nusselt numbers obtained in both studies. In 
that table Fs/Pr* is the ratio (Forchheimer number to Prandtl 
number) defined by Prasad and Tuntomo (1987), which is 
equivalent to ADa/Pr in the present work. Again, the present 
Nusselt numbers show a very good agreement with the cor­
responding values computed by Prasad et al. (1988). 
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Fig. 13 Temporal cavity Nussell numbers for Ra* = 100, A = 0.74, Da 
= 10-2, and (a) different flow models with Prm = 1; (b) generalized flow 
model with different modified Prandtl numbers 

7 Conclusions 
The significance of the inertial and boundary effects and 

their crucial influence on predicting buoyancy-induced flow 
and heat transfer in open-ended cavities filled with fluid-sat­
urated porous medium is investigated. This is accomplished 
by employing the generalized equation of motion in porous 
media along with three other commonly employed limiting 
approximations. In the course of this study, the appropriate 
choice of parameters that can fully determine the criteria for 
the range of validity of Darcy's law in this type of configuration 
was analyzed. 

A critical value for the inertial parameter, Acrit = 55, is de­
termined for cases with Ra* = 100, beyond which there are no 
significant changes in convective flow and heat transfer from 
the Darcy flow results. It is also shown that the critical value 
of inertial parameter is a function of modified Rayleigh number 
and that its value increases as Ra* increases. The significant 
influence of the inclusion of Forchheimer velocity-square term 
is described by the reduction in flow rate and heat transfer 
inside the open-ended cavity. 

The numerical results from the Brinkman-extended Darcy 
flow model show that the flow is governed by Darcy's law for 
Da<5 x 10"4 at Ra* = 100. It is also observed that for higher 
modified Rayleigh numbers the deviation from Darcy flow 
results appears at smaller Darcy numbers, i.e., Da< 1 x 10~4. 
The crucial influence of an increase in Darcy number is in­
dicated by reduction of flow penetration and heat transfer rate 
inside the open-ended cavity for a fixed modified Rayleigh 
number. For cases with a fixed Rayleigh number, the effect 
of an increase in Darcy number is characterized by an increase 
in flow penetration and heat transfer enhancement inside the 
open-ended cavity. Furthermore, in the limiting case of high 
Darcy number, Da> 10"', an asymptotic solution (regular fluid 
medium solution) is obtained that is no longer dependent on 
the permeability of the porous matrix. 

The influence of simultaneously including both inertial and 
boundary terms in the equation of motion is shown to follow 
a similar trend as in the case of Brinkman-extended Darcy 
flow results. This is attributed to the fact that even though 
inertial effects play a major role, especially at particle Reynolds 
number greater than one, the viscous diffusion effects near 
the wall region are more important since the convective heat 
transfer is generally considered as a boundary phenomenon. 

The effect of modified Prandtl number or convective flow 
and heat transfer is shown to be quite significant at lower 
values of Pr,„. It is also observed that the magnitude of this 
effect reduces as the modified Prandtl number increases. This 
is attributed to the fact that in the high modified Prandtl 
number limit, the inertial effects are negligible and hence, the 
generalized flow model reduces to the Brinkman-extended 
Darcy flow model, which approaches an asymptotic solution 
that is independent of the modified Prandtl number. 

The transient results have shown that the conclusions with 
respect to the effects of inertia parameter, Darcy number, 
modified Prandtl number, and different flow models on heat 
transfer results are true for transient states as well as the steady 
state. However, the influence of these quantities during the 
very early transient stage is quite limited. 
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Drying of Porous Materials in a 
Medium With Variable Potentials 
This paper presents an application of the Luikov system of heat and mass transfer 
equations in dimensionless form to predict the temperature and moisture distribu­
tions in a slab of capillary-porous material during drying. The heat and mass po­
tentials of the external medium in the boundary conditions are assumed to vary 
linearly with time. The method of solution is illustrated by considering the drying 
of a slab of lumber. Numerical results based on the estimated thermophysical prop­
erties of spruce are presented. 

Introduction 
The Luikov system of heat and mass transfer equations 

(Luikov, 1966) has been applied to predict the temperature 
and moisture distributions in a slab of capillary-porous ma­
terial during drying. The slab is subjected to boundary con­
ditions of the third kind (Luikov and Mikhailov, 1965a), which 
relate the transfer potentials at the surfaces of the body being 
dried to the corresponding potentials of the external medium. 
The method of solution is illustrated by considering the drying 
of a slab of lumber. The transfer potentials of the external 
medium (that is, the dry-bulb temperature (DBT) and the rel­
ative humidity of the drying air corresponding to the equilib­
rium mass transfer potential (EMTP) of wood), are usually 
assumed to be constant for mathematical simplicity, but in 
application they can be controlled to vary with time to achieve 
economic purposes. 

Analytical solutions for the Luikov system of equations with 
medium temperature varying linearly or exponentially with 
time were presented by Luikov and Mikhailov (1965a). These 
authors used the Laplace transform technique to obtain their 
solutions without considering the possible existence of complex 
eigenvalues. As pointed out by Liu and Cheng (1989, 1991), 
if complex eigenvalues do exist, their solutions can be grossly 
in error. 

In the study reported here, we solved the Luikov system of 
equations in dimensionless form with boundary conditions of 
the third kind expanded to include the assumptions that both 
DBT and EMTP vary linearly with time. The complete solu­
tions are composed of a homogeneous solution and a particular 
solution, the former being obtained by means of the same 
analytical technique developed by Liu and Cheng (1989,1991), 
the latter by the method of undetermined coefficients (Hil-
debrand, 1962). When the boundary conditions change, the 
particular solution needs to be changed, but the homogeneous 
solution remains the same. Numerical results based on the 
estimated thermophysical properties of spruce (Thomas et al., 
1980) reveal that by increasing DBT only, the heat absorption 
of lumber required to achieve a specified moisture content 
level in lumber is reduced in comparison with that in a constant 
drying environment, but the drying time is not. However, by 
simultaneously increasing DBT and decreasing EMTP, the heat 
absorption of lumber and the drying time can both be reduced. 
The method of solution presented in this paper should have a 
general application to problems of heat and mass transfer in 
capillary-porous bodies with variable boundary conditions. 

Heat and Mass Transfer Equations 

For the one-dimensional case shown in Fig. 1, heat and mass 
move along the x axis only. Under the constant pressure con-

Contributed by the Heat Transfer Division and presented at the 5th AIAA/ 
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dition, the governing equations for porous media (Luikov and 
Mikhailov, 1965a) are as follows: 

dT d2T „ 39 
dFo 

ae 

a x 2 - e K o — ( - K J f < l ; F o > 0 ) (1) 

re 
5Fo~ U dX2' 

L u P n ^ , ( - K ^ r < l ; F o > 0 ) (2) 

where T is dimensionless temperature, 9 dimensionless mass 
transfer potential, Fo dimensionless time or Fourier number, 
X dimensionless space coordinate, e phase transformation 
number, Ko Kossovich number, Lu Lukomskii number, and 
Pn Posnov number (see Nomenclature). 

For constant DBT and EMTP in the boundary conditions 

T= 

Q-

Ko = 

Pn = 

t-t0 

tc-to 

e0-e 
0O~0p 

XCm(0o" 

C„(U-
-A) 
to) 

SUc-to) 

(3) 

(4) 

(5) 

(6) 

where the notations on the right-hand sides are dimensional 
and t is temperature, tc dry-bulb temperature, t0 initial tem­
perature of lumber, 6 moisture transfer potential, 0P equilib­
rium mass transfer potential, 0O initial mass transfer potential 
of lumber, A heat of phase change, Cm and Cq are moisture 
capacity and heat capacity, respectively, and 5 is the thermo-
gradient coefficient. Assuming that DBT and EMTP are time 
dependent so that 

t0 = tc0 + br (6>0) (7) 

T 

Fig. 1 Schematic representation of wood specimen (ML89 5580) 
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Ko 

1 

T--

Q--

Pn-

i-io 

tcO ~ tQ 

e0-e 
60 - Opo 

XCm(0o -

Cq (tc0 -

Ht*-t 

-0Po) 

-to) 

J) 

0p = 0 p O - b ' r ( b ' > 0 ) (8) 

where ?c0 is the initial value of tc, 0pO initial value of 0„, T time, 
and b and b' are constants denoting the rates of change of 
DBT and EMTP, respectively, tc and 0P in equations (3)-(6) 
must be replaced by /c0 and 0po: 

(9) 

(10) 

(11) 

(12) 
f 0 ~~ fpo 

Equations (9)-(12) are also true in equations (1) and (2). The 
boundary conditions of the third kind based on equations (7) 
and (8) are as follows: 

| 5 + B i 9 r - (1 - e)LuKoBim9 = Bi?(l + Pd?Fo) 
aX 

- ( l -e )LuKoBi m ( l+LuPd m Fo) ( A ' = ± l ; F o > 0 ) (13) 

| | - P n U + B i „ e = Bim(l+LuPdmFo) (X= ± 1 ; Fo>0) 
oX oX 

(14) 

where Bi, and Bim are the Biot heat and mass transfer numbers, 
respectively, Pd? (the same Pd as in Luikov and Mikhailov 
(1965a, 1965b)) the Predvoditelev number for the case of linear 
time dependence of DBT and defined by 

bl2 

Pd? = — -
GqUcO—to) 

(15) 

and PdOT a new dimensionless number identified in this study 
for the case of linear time dependence of EMTP and defined 
by 

Pd„ 
b'l1 

(16) 
tfm(0O - 8po) 

In equations (15) and (16), aq and am are the thermal diffusivity 
coefficient and moisture diffusion coefficient, respectively, and 
/ is half the specimen thickness. 

For Pdm = 0, the boundary conditions (13) and (14) agree 
with those of Luikov and Mikhailov (1965a), which consider 
the time dependence of DBT only. 

Because of symmetry, at X = 0 we should have 

- = 0 (A-=0;Fo>0) (17) 
dX 

ae 
dX 

= 0 t r = 0 ; F o > 0 ) (18) 

The initial conditions are assumed to be constant and are 
represented by 

T=0 ( - 1 < A - < 1 ; Fo = 0) (19) 

0 = 0 ( - l < X < l ; F o = 0) (20) 

For the physical significance of the dimensionless numbers, 
see Luikov and Mikhailov (1965b). 

Method of Solution 
Because the boundary conditions (13) and (14) are nonhomo-

geneous, the solutions can be represented by two parts, a ho­
mogeneous solution and a particular solution. 

Homogeneous Solutions. For the homogeneous solutions of 
Tand G, we set the right-hand sides of equations (13) and (14) 
equal to zero and introduce a potential function <j>(X, Fo) such 
that (Liu and Cheng, 1989, 1991) 

d a2 

idFo" r„ = L u ^ 0 (21) 

d20 
9 H = - L u P n ^ p (22) 

We find that by substituting TH for IT and 9 H for 9 in equation 
(2), the equation is automatically satisfied and equation (1) 
becomes 

1 \ a3 1 d2 ~ 
l + - + ,KoPnl^o^ + - ^ dx4' 

</> = 0 (23) 

or 

with 

dX2 "' dFo 8X2 -vi dFo 
</> = 0 (24) 

Nomenclature 

am = moisture diffusion coefficient, 
m2/s 

aq = thermal diffusivity coefficient, 
rnVs 

b = constant denoting rate of 
change of DBT, K/s 

b' = constant denoting rate of 
change of EMTP, "M/s 

Bim = Biot number of mass transfer 
= ctml/\m 

Bi9 = Biot number of heat transfer 
= OLql/\ 

Cm = moisture capacity, 1/°M 
Cg = heat capacity, J/kg • K 
Fo = Fourier number; dimensionless 

time = aqr/l2 

Ko = Kossovich number = 
^Cm(80 - dpoVCq(tco-to) 

I = half specimen thickness, m 
Lu = Lukomskii number = am/aa 

Pd? = Predvoditelev number denot­
ing rate of change of medium 
temperature = bl2/aq(tc0-t0) 

Pdm = Predvoditelev number denot­
ing rate of change of equilib­
rium mass transfer potential 
= b'l2/am(e0-epo) 

Pn = Posnov number = 
s(tc0-t0)/(d0-ep0) 

t = temperature, K 
T = dimensionless temperature = 

(t-t0)/(tc0^t0) 
x = space coordinate, m 

X = dimensionless coordinate = 
x/l 

am = convective mass transfer coef­
ficient, kg/m2-s-°M 

aq = convective heat transfer coef­
ficient W/m2-K 

5 = thermo-gradient coefficient, 
°M/K 

e = phase transformation number; 
ratio of vapor diffusion coef­
ficient to coefficient of total 
moisture diffusion 

6 = mass transfer potential, °M 
9 = dimensionless mass transfer 

potential = (0O - ff)/(00 - 0pO) 
X = heat of phase change, J/kg 

X,„ = mass conductivity coefficient, 
kg/m-s-°M 

\q = thermal conductivity coeffi­
cient, W/m-K 

T = time, s 

Subscripts 

c = surrounding medium 
m = mass transfer 
p = equilibrium value 
q = heat transfer 
0 = initial condition 
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2 
vi--

2 
V2~-

1 
l + T ^ + e K o P n ) 

• BimLu^(l - LUV2
2)]/LU(P2I - 4) 

1 + 7 - + e K o P n 
Lu 

1 V 1 
1+ — + eKoPn 

Lu / Lu 

1 V 1" 
1+ —+eKoPn 

Lu J Lu Equation (24) can be expressed as two equations: 

d24>i 2 <H>i_ 

dx2 ~Vl aFo 

dX2' 
2 d<l>2 

dFo 

(25) 

(26) 

(27) 

(28) 

which are of the diffusion type. The general solution of equa­
tion (24) is the sum of the solutions of equations (27) and (28): 

« = * , ( * , Fo) + 0 2 (JT, Fo) 

in which 

Hence 

4>!=Ae 
A o 

1 cos vi/xX 

<£= 

<j>2 = Be~llt0 cos v2liX 

*(A cos vi/iX+B cos v2/xX) (29) 

where A and B are arbitrary constant coefficients. (Sine func­
tions do not appear because of the conditions of symmetry 
represented by equations (17) and (18).) 

Substituting equation (29) into equations (21) and (22) yields 

TH = n2e-fi2Fo(Aal cos vmX+Ba2 cos v2lx,X) (30) 

eH = fi
2e-"2F°(Ab1 cos vxixX+Bb2 cos v2liX) (31) 

where 
a\ = Lucf - 1 

«2 = LU?2 - 1 
b2 = LuPne2 

(32) 

b2 = LuPm>2 

Using expressions (30) and (31) for Tand 0 in the boundary 
conditions (13) and (14) with their right-hand sides equal to 
zero, we obtain 

{c\fi sin v\n + c2 cos v\n)A + (c3/* sin p2p 
+ c4 cos v2n)B = 0 (33) 

(d\ix sin v\fi + d2 cos v\fi)A + (c?3/i sin v2\i 

+ d4 cos v2n)B = 0 (34) 

where 

Ci = vi — Lui>i 

c2= - Bi9 + Bi^Lue2 - (1 - e)Lu2KoBimPm<2 

Ci = v2 — Luc2 

c4 = - Bi9 + Bi^Lu^ - (1 - e)Lu2KoBiraPnj>2 
di = vi 

d2= -BimLup2 

d3 = v2 

d4= - BimLu»<2 
For nontrivial solutions of equations (33) and (34) to exist, 

the determinant of the coefficients of A and B must vanish, 
giving the characteristic equation 

Ox?! tan viix + fa)(y.v2 tan v2n + fa) = fa (35) 

in which 

fa = [Bi? - Bi?Lue2 + (1 - e)Lu2KoBimPne2 

fa = [Bi? - Bi?Lu^ + (1 - e)Lu2KoBimPnj-l 

- BimLu»»i(l - Luv2)]/Lu(vl - v\) 

fa = -BimBi,, + fafa 
From equation (34) we can also derive 

B — ILVI sin i>!/i + BimLuy2 cos vtfi 

A (w2 sin c2M
 - BimLuy| cos v2ji 

= *0*) (36) 

where the ratio B/A is set equal to g(jx) so that B can be 
expressed as the product of A and g(ji). 

In equation (35) the constant parameter /t can take an infinite 
number of real values and may also take some complex values. 
These values are called the eigenvalues of /x. For each eigen­
value, corresponding values for A and B should exist. There­
fore, equations (30) and (31) can be put in the following series 
form: 

TH=J] fa-fa0An(ax cos WnX 

+ aig(Hn) cos v2li„X) (37) 

Qn = Ytnle~fa°A„(bi cos v^„X 

+ b2g(ix„) cos v2li„X) (38) 

where the function g(n„) from equation (36) is used to eliminate 
B„. Because \in can be either positive or negative in the pre­
ceding equations without changing the results, we must take 
only the positive real values and complex values with positive 
real components in the numerical calculations. 

Particular Solutions. For the particular solutions of T and 
9 , we use the method of undetermined coefficients (Hilde-
brand, 1962) by assuming that 

Tp = hiFo + fi2X
2 + hi (39) 

e P = / i F o + / 2 A 2 + / 3 (40) 
By substituting Tp for T and Qp for 9 in equations (1), (2), 
(13), and (14), we obtain 

/!i = Pd„ 

/j2 = (Pd„ + eLuKoPdm)/2 

' 1 
/ ! 3 = l - L u K o P d m [ 7 ^ - + ̂  -PdL + -

(41) 

/ 3 = 1 - ! - / 2 

Thus, 

(42) 

(43) 

/ , = LuPdm 

f2 = (Pdm + PnPd? + PneLuKoPdJ/2 

Pd_» 

Bi„. 

we have from equations (37)-(40) 

T=TH+TP 

9 = 9 H + 9 P 

Now we must evaluate the coefficients A„ in equations (37) 
and (38), which are the homogeneous solutions in equations 
(42) and (43). By setting Fo = 0 in the homogeneous and 
particular solutions in equations (37)-(40) and making use of 
the initial conditions (19) and (20), these coefficients can be 
evaluated using a least-squares technique (Cheng and Angsi-
rikul, 1977; Hildebrand, 1974). First, we set up the following 
integral: 

1 c ~ 

h2X
2 + h3 a 

+ 2 f4<4/i(ai cos vlix.^C+a2g(iXn) cos v2iinX) 
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h2X
2 + hi+^l nlAn(a{ cos vinnX+a2g(n„) cos v2lx„X) 

Oo 

/ 2 ^ 2 + / 3 + 2 ] l&nibi COS ClAlnA'+62S(/*n) COS J>2/i„X) 
n = l 

bo 

/ 2 A r i +/ 3 + 2 ^ » ( f c i c o s " i / 1"^ 

+ *>2g(/0 COS V2HnX) dX (44) 

which must be a minimum and in which the a and b values 
are defined by equation (32) ajid the h and/values by equation 
(41). The parameters /Z„ and A„ are complex conjugates of ^„ 
and A„, respectively. 

The condition that Q be_a minimum requires that its partial 
derivatives with respect toAm orAm shall be zero. We therefore 
have 

• l 

h2X
2 + h3 + 2 »\An(ax cos p1(i„X 

dQ f1 

dA'L 

+ aig{^n) COS P2ll„X) X/4, (« i COS Vi/imA" 

+ « 2 # ( / 0 COS V2ll,„X) 
00 

/ 2 ^ 2 + / 3 + 2 d^nibi COS K! / !„*+&2£( /0 COS J ^ / ^ ) 
n = l 

X/4,(*l COS PiUmX+bigblm) COS ^ ^ X ) j rfA" 

= 0 ( m = l , 2, 3, . . . ) (45) 

Note that the same results are obtained if we set dQ/dAm = 
0. In matrix form, equation (45) generates a Hermitian matrix 
as 

[Cm„]{An} = {Rm) 

in which 

1 ([£m(«l COS VlHmX+a2g(llm) COS P2^m^0 
Jo 

X ^ ( a , cos ci/tBAr+a2g(ftn) cos v2ix„X)] 

+ \A(bl COS J'1/7mX + ft2^(Aim) COS V2]ImX) 

X/i.2„(bi cos (/1Ai^+62g(/t«) cos p2fi„X)]}dX (47) 

J^m- - I i«ml ( M ^ + ^Mtfl COS v{jImX 

+ a2^(/*m) COS P2JlmX] 

+ (fiX1 +/3) [bi cos »'1/ZmAr+ ftjg(/Zm) cos v2jimX\}dX (48) 

The coefficients A„ can be determined from the system of linear 
equations (46). We can then calculate Tand 9 from equations 
(42) and (43) by means of equations (37)-(40)^ _ 

The expressions for r a n d G, their averages r_and G across 
0 < X < 1, and the derivatives of T, G, T, and G with respect 
to time F6 (that is, the heating rates and the drying rates) are 
summarized as follows: 

. r*A1I>o + Aa*1 + A3 + j [ ] ife-&°An{ai cos v^„X 
n = l 

+ a2g(n„) cosv2n„X) (49) 

e = = / i F o + / i * 2 + / 3 + S tie-'&0A„(bi cos V^„X 
71 = 1 

+ b2g(n„) cos P2IX„X) (50) 

Table 1 Input data for three cases of drying environmental 
conditions 
Case 

1 
2(a) 
2(b) 

3 

Lu 

0.008 
0.008 
0.008 
0.008 

Bi, 
0.4 
0.4 
0.4 
0.4 

Bim 

1.4 
1.4 
1.4 
1.4 

6 

0.3 
0.3 
0.3 
0.3 

Pn 

2.4 
0.24 
0.24 
0.43 

Ko 

8 
80 
80 
44.44 

Pd, 

0 
> 0 
> 0 
> 0 

Pdm 

0 
0 
0 

> 0 

tco 

nr„ 
2tn 

2t„ 
2t0 

9po 

flpO 
9po 

O.10„ 
O.50„ 

T=h1Fo + -r + h3 
3 

+ f ] nne-^°An fa sin Vllin + M 0 f " ) s i n V2A ( 5 1 ) 

e = / , F o + - ^ + / 3 

b2g(Pn) + £ v.ne~^An fa sin V^n + ^ ^ sin ^ „ ) (52) 

rfr - ^ - = / ! i - 2 M«e ""Foy4n(a, cos v^nX+axg^) cos J ^ , ^ ) 
tfFo 

tfG 

(53) 

— = / i - 2 /4e /J"Fo^4„(61 cos v iM^r+^( f t „ ) cos ^ n ^ O 
dFo 

</r 
(54) 

I. V *„-&<>* ( a l „ , g 2g(^ n ) . 

^p0
 = "' ~ 2 J ^"e " I ~ *'lMn —" s I,2At'' y 2 

d F o = / i - 2 j f t n e ^ n ( — s i n »-i/t„ + — 
rfG . ^ , „„2F„ , /ft 

„=1 \"1 "2 

(55) 

sin p2lin I (56) 

(46) Numerical Results and Discussion 

We consider three cases of drying environmental conditions 
for comparison: 

Case 1. Both DBT and EMTP are constant; Pd, and Pdm 

in equations (15) and (16) are then zero; DBT should maintain 
a high value while EMTP maintains a low value. 

Case 2. DBT increases linearly with time while EMTP re­
mains constant; Pd? should then be positive and Pdm zero; 
initial DBT or tcQ should take a low value, so should the EMTP. 

Case 3. DBT increases linearly with time while EMTP de­
creases linearly with time; Pd9 and Pdmshould both be positive; 
initial DBT or tc0 should take a low value, but initial EMTP 
or 0pO a high value. 

To compare cases 1 and 2 conveniently, we express tc0 in 
terms of t0, whereas 0po need not be specified. To compare 
cases 2 and 3, /co is expressed in terms of t0, and 6po in terms 
of 0O- Based on the estimated thermophysical properties of 
spruce (Thomas et al., 1980), the input data for the three cases 
are shown in Table 1 with case 2 denoted as case 2(a) for 
comparison with case 1 and case 2(b) for comparison with 
case 3. The numbers Ko in equation (11) and Pn in equation 
(12) both contain tc0, k, 6p0, and 60. They have been calculated 
for the three cases according to the assumed relationships be­
tween tc0 and t0 and 6p0 and 60 in Table 1. For the numerical 
illustrations of this study, these data are also based on the 
assumption that the thermophysical properties remain constant 
during drying. 

The real eigenvalues in equation (35) were obtained by means 
of a bisection procedure. As pointed out by Liu and Cheng 
(1989, 1991), when complex eigenvalues also exist in equation 
(35), they must be included in the calculations to satisfy the 
initial conditions. Using a method of Miiller (1956), which was 
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Fig. 2 Variations^)) average dimensionless temperature T and mass 
transfer potential 0 as functions of time Fo for several values of Pel, 
with Pdm = 0 (Lu = 0.008, Bi, = 0.4, Bim = 1.4, c = 0.3; for Pd, = 0, 
Pn = 2.4, Ko = 8; for Pd, > 0, Pn = 0.24, Ko = 80) 

Fig. 3 Variations of average temperature ratio llt0 as a function of time 
Fo for several values of Pd, with Pdm = 0 (Lu = 0.008, Bi, = 0.4, Bim 
= 1.4, c = 0.3; for Pd, = 0, Pn = 2.4, Ko = 8; for Pd, > 0, Pn = 0.24, 
Ko = 80) 

Fig. 4 Variations_of average dimensionless temperature T and mass 
transfer potential O as functions of time Fo for several values of Pdm 

with Pd, = 0.02 (Lu = 0.008, Bi, = 0.4, Bim = 1.4, t = 0.3; for Pdm = 
0, Pn = 0.24, Ko = 80; for Pdm > 0, Pn = 0.43, Ko = 44.44) 

included in IMSL (1987), we obtained a pair of complex ei­
genvalues for each case in Table 1. The eigenvalues in equation 
(35) are dependent on the product of Ko and Pn; therefore, 
we obtained the same complex eigenvalues for all cases. These 
values are 0.58311 ± 0.0199078;'. 

Equations (19) and (20) specify that initially the heat and 
mass transfer potentials are uniformly distributed in the spec­
imen; however, as drying progresses, their distributions are 
known to be approximately parabolic. For the heat potential 

Fig. 5 Variations of average temperature ratio 7/f0 and mass transfer 
potential ratio (ll0o as functions of time Fo for several values of Pd„, with 
Pd, = 0.02; "—" indicates 6I60 = 0 at X = ± 1 (Lu = 0.008, Bi, = 0.4, 
Bim = 1.4, c = 0.3; for Pdm = 0, Pn = 0.24, Ko = 80; for Pdm > 0, Pn 
= 0.43, Ko = 44.44) 

or temperature distribution, the maximum value is at the sur­
faces (X = ±1) and the minimum value at the center (X = 
0); for the mass or moisture potential distribution, the opposite 
is true. For comparison, it is convenient to consider their av­
erage values across the specimen thickness. 

Figure 2_ shows the variations of average dimensionless tem­
perature T and mass transfer potential 9 as functions of Fo 
for several values of Pd? with PdOT = 0. For Pdg = 0, we have 
case 1 in Table 1. The value T increases with Fo and approaches 
1 when Fo >_200. For Pd? > 0, we have case 2(a) in Table 
1. The value T decreases initially with time until Fo = 6, when 
it starts to increase. This is because of the large value of Ko, 
which influences the internal temperature field strongly (Lui-
kov and Mikhailov, 1965b). The value T also increases with 
increasing Pd?. The combined effects of Pd9, Ko, and Pn on 
9 are seen to be negligible. Therefore, by increasing DBT only, 
the drying time cannot be reduced according to Fig. 2. 

According to equation (9), with t replaced by its average 
value t and Tby T, and cases 1 and 2(a) of Table 1, we obtain 

to 
= i + i o r (Pd9=0) 

- = i + r (Pd?>0) 

(57) 

(58) 

The data for T as a function of Fo for the Pd? values in 
Fig. 2 are transformed with T being replaced by the average 
temperature ratio t/t0 according to equations^ (57) and (58) 
(Fig. 3). Here we see for the same curves of 9 as a function 
of Fo for the several values of_Pd? in Fig. 2 that the curve of 
the average temperature ratio l/t0 as a function of Fo for Pd? 
= 0 is much higher than the curves for Pd9 > 0. This indicates 
that for Pd? > 0, the heat absorption of lumber is less than 
that for Pd? = 0 based on the assumed relations (57) and (58). 
Obviously, for equation (58) to be valid and to achieve the 
economic process objectives, Pd? cannot be made arbitrarily 
small. The smallest allowable value for Pd9 can be determined 
only experimentally. 

Figure 4 presents the variations of average dimensionless 
temperature T and mass transfer potential 9 as functions of 
Fo for several values of Pdm with Pd? = 0.02. The curves of 
T and 9 as functions of Fo for Pdm = 0 (case 2(b) in Table 
1) are the same as the corresponding curves for Pd9 = 0.02 in 
Fig. 2. As Pdm increases from 0.5 to 4, ^decreases only slightly, 
but 9 increases drastically, for any specified value of Fo < 
100. 

The variations of average temperature ratio t/t0 as a function 
of Fo for the several values of Pdm in Fig. 5 are obtained from 
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equation (58). For the average mass transfer potential ratio 
d/80, we obtain the following fromj:quation (10) with 0 re­
placed by its average value 0, 9 by 9 , and cases 2(b) and 3 
of Table 1: 

| - = 1-0 .99 (Pdm = 0) (59) 

j = 1-0 .50 (Pdm>0) (60) 

The data for 9 as a function_of Fo for the values of Pdm in 
Fig. 4 are transformed with 0 being replaced by the average 
mass transfer potential ratio 0/0o according to equations (59) 
and (60) (Fig. 5). Here we see that by increasing the value of 
Pdm within a certain limit, the drying time and the heat ab­
sorption of lumber can both be reduced to achieve a_specified 
value for theaverage mass transfer potential ratio 8/d0. For 
instance, for 6/60 = 0.2, Fohas dropped from 320 at PdOT = 
0 to 203 at Pdm = 1, and t/t from 8 at Pdm = 0 to 5.1 at 
Pd„, = 1. 

However, for a given value of Pdm, as time Fo increases the 
ratio 0/0o at the surfaces (X = ±1) will approach 0 when the 
ratio 0/0o >s still positive . T h e location when that occurs is 
marked for each curve of 0/0o versus Fo j n Fig. 5. The larger 
the value of PdOT, the larger the value of 0/0o. and the smaller 
the time Fo, when the surfaces tend to dry out, that is, 0/0o 
approaches 0. In a drying process, when 0/0o approaches a 
specified low value, the process must be suspended and the 
environment altered to avoid material degrade. Thus, it ap­
pears that a drying process can be divided into several zones 
as suggested by Luikov and Mikhailov (1965b), in each of 
which the boundary conditions are different and properly con­
trolled, in order to minimize heat absorption and drying time 
without compromising product quality. 

Conclusions 
This paper presents an analytical method for solving the 

Luikov system of heat and mass transfer equations with linearly 
time-dependent boundary conditions. The solutions are com­

posed of a homogeneous solution and a particular solution. 
When the boundary conditions change, the homogeneous so­
lution remains the same; only the particular solution needs to 
be changed. Numerical results from the example of lumber 
drying indicate that by simultaneously increasing the dry-bulb 
temperature and decreasing the equilibrium mass transfer po­
tential with respect to time, the drying time and the heat ab­
sorption of lumber in the process can both be reduced to 
achieve a specified lumber moisture content level. However, 
to avoid material degrade, the magnitudes of the Predvoditelev 
numbers must be properly controlled. The solution approach 
should be useful for obtaining valuable information on drying 
environmental control to realize the economic and quality en­
hancement objectives in the drying of porous materials. 
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w>tes 
This section contains shorter technical papers. These shorter papers will be subjected to the same review process as that 
for full papers. 

Conjugate Heat Transfer for Simultaneously Developing 
Laminar Flow in a Circular Tube 

G. Pagliarini1 

Nomenclature 

c = specific heat 
(H) = thermal condition referring to uniform heat flux at 

the boundary of the fluid phase 
/ = conduction influence parameter = A(1 +A)K/Pe2 

k = thermal conductivity 
K = dimensionless wall thermal conductivity = ks/kf 

Nu = Nusselt number = 2 
dr 

/(An- - 0/b) 

P 
Pe 
Pr 

dimensionless pressure =p'/(p U2/2) 
Peclet number = Re Pr 
Prandtl number = v p c/kf 

dimensionless heat flux at the wall-fluid 
def 

interface = 
dr 

uniform heat flux specified at the outer wall 
boundary 

QWoo = dimensionless heat diffusing toward the inlet from 
far downstream because of wall axial conduction 
dimensionless radial coordinate = r'/R 
internal radius of the tube 
Reynolds number = 2 R U/v 
temperature 
thermal condition referring to uniform temperature 
at the boundary of the fluid phase 
dimensionless fluid axial velocity = u'/U 
fluid mean axial velocity 
dimensionless fluid radial velocity =v'/U 
dimensionless axial coordinate = x'/R 
dimensionless axial coordinate = x ' / (2 R Pe) 
dimensionless axial coordinate = x'/(2 R Re) 
wall thickness 
dimensionless wall thickness = 8/(2 R) 
dimensionless temperature = ( 7 - Te)k/(qo(R + 8)) 

Ho = 

r 
R 

Re 
T 

® 
u 
U 
v 
X 

X* 

x + 

8 
A 

6fb = dimensionless fluid bulk temperature = \ 6 u r dr/ 

u r dr 
o 
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V = 

p = 
kinematic viscosity 
density 

Subscripts 
e = 
/ = 

H = 
s = 
T = 
x = 
Vf = 

initial value at JC= - cc 
fluid 
(H) boundary condition 
solid 
(T) boundary condition 
local value 
wall-fluid interface 

Superscripts 

' = dimensional quantity 

Introduction 
Conjugate heat transfer for laminar flow in ducts has been 

widely analyzed in the past. An extensive review on this subject 
was presented by Barozzi and Pagliarini (1985). However, some 
recent papers should be added to the list. 

Previously, only fully developed flow has been considered, 
while, in practical applications, velocity and temperature pro­
files frequently develop simultaneously. Except for high Prandtl 
number fluids, velocity development cannot be neglected with 
respect to temperature development 

Conjugate heat transfer in a semi-infinite circular tube uni­
formly heated at the outer wall boundary is analyzed in the 
present paper. The fluid flow is laminar with simultaneous 
development of the profiles of both temperature and velocity. 
Axial diffusion of heat and momentum are included in the 
analysis, thus making the momentum and energy equations of 
the elliptic type. 

Analysis and Solution 

The conjugate problem analyzed in this paper concerns the 
steady laminar flow of a Newtonian constant property fluid 
through a circular tube of semi-infinite extent. Viscous dissi­
pation is neglected. 

By utilizing the dimensionless quantities defined in the No­
menclature, the dimensionless forms of the governing equa­
tions are as follows: 

Continuity equation 

du 

dx 

3u i) „ 
- - + - = 0 

dr r 

Momentum equation 

axial direction 

du du I dp 2 

dx dr 2 dx Re 
<Tu i_du <Tu 
dr2+ r dr + dx2 

(1) 

(2) 
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radial direction 

dv dv 
u —+v — = -

dx dr 

Energy equation 

2 dr Re dr2 r dr 
v_ by 
r2 + dx: 

dd de 

dx or 
7^_ 

Pe 

d26 130 d% 
dr2 r dr dx' 

(3) 

(4) 

Upstream of the inlet the fluid flows inside a frictionless, 
impermeable, and thermally insulated stream tube, which al­
lows upstream axial diffusion of heat and momentum. Far 
upstream the temperature is uniform and the velocity irrota-
tional with a uniform axial component. Downstream of the 
inlet the wall verifies the usual impermeability and nonslip 
conditions. The velocity field is symmetric with respect to the 
tube axis and meets the fully developed parabolic distribution 
downstream of the hydrodynamic inlet. 

For the temperature field the following boundary conditions 
are required: 

§1 
dx 

30 
dr 

= 0 l < r < l + 2 A 

= 0 - o o < x < 0 

dd 
dr 

= 0 —oo<x<oo 
r = 0 

0(-oo, /-) = 0 0 < r < l 

30 
dx Pe 

0 < / - < l + 2 A 

30 

dr 

1 
K(1+2A) 

0<X<oo 

(5) 

(6) 

(7) 

(8) 

(9) 

(10) 

Simultaneous handling of the energy equation in both the 
fluid and the solid, where the velocity field vanishes, requires 
no explicit compatibility condition for the temperature field 
at the interface. They are, nevertheless, specified all the same 
in order to complete the statement of the conjugate problem: 

Oflr=l-

dr rKTr 

>SU, 0<X<oo 

0<X<oo 
f = l 

The problem specified by the complete conservation Eqs. 
(l)-(4) and the related boundary conditions has been refor­
mulated in integral form by the Galerkin weighted residuals 
method and then approximately solved in terms of primitive 
variables by the finite element technique. The nonlinearity in 
the momentum equation was handled by an iterative scheme 
in which at each iteration the convective terms are linearized 
by the velocity values obtained at the previous step. The re­
sulting system of algebraic linear equations was then solved 
by the IMSL subroutine LEQT1B. The details of the solution 
procedure, explained elsewhere (Pagliarini, 1989), will be 
omitted here. 

In applying the numerical procedure the integration domain 
has been discretized by means of axisymmetric elements having 
a triangular cross section. In each element the velocity com­
ponents and temperature are approximated by quadratic pol­
ynomials and the pressure by linear polynomials. In this way 
the velocity components and temperature are each interpolated 
through six nodes located at the triangle vertices and their 
midsides while the pressure is interpolated only through the 
vertex nodes. The axial spacing was increased logarithmically 
in order to achieve greater accuracy near the tube entrance. 
Each decade was then subdivided into a constant number of 
elements starting from x* = 0.00001. Upstream of the inlet, 

the stream tube was discretized by a subdivision that is sym­
metric with respect to the origin. In the fluid domain the mesh 
becomes thicker and thicker near the interface, the better to 
approximate the fields of both velocity and temperature inside 
the hydrodynamic and thermal boundary layers. The integra­
tion domain (fluid and solid phases) has been subdivided into 
a maximum of 2376 elements with 4913 nodal points. Exclusion 
from the solving system of those nodal variables for which a 
value is prescribed by the boundary conditions allowed the 
order of the algebraic equation system to be lowered. In as­
sembling the coefficient matrix deriving from the continuity 
and momentum equations, particular care was devoted to the 
semiband width, which was restricted to a maximum value of 
111. Neglecting the fluid property variation with temperature 
allowed the hydrodynamic field to be solved independently of 
the thermal one. The energy equation was then simultaneously 
solved in both the fluid and the wall, where the convective 
terms vanish. 

The numerical procedure has been verified by comparison 
with previous solutions. For Poiseuille flow, within the limits 
of the intelligibility of the graphic results, the present local 
Nusselt numbers are the same as that analytically obtained by 
Mori et al. (1974). The comparison is restricted to x* values 
lower then 0.005. Farther downstream the two solutions cannot 
be compared, the tube of Mori et al. being of finite length 
{L* =0.02). Without inclusion of the wall effect, further checks 
of the solution procedure are quoted in a previous paper (Pag­
liarini, 1989). 

Results and Discussion 
The conservation Eqs. (l)-(4) with the specified boundary 

and compatibility conditions point out that the dimensionless 
solution of the conjugate problem depends on the following 
dimensionless parameters: the Reynolds number, Re, the Peclet 
number, Pe, and the dimensionless thermal conductivity of 
the wall, K, in addition to the dimensionless wall thickness, 
A. 

Considering fully developed flow in a tube of vanishing wall 
thickness, Cotton and Jackson (1985) showed that, for suf­
ficiently high Pe values, the solutions of conjugate thermal 
problems characterized by the same value of the conduction 
influence parameter, /, are similar in the x* and r coordinates. 
In the present paper the simplifying assumptions of Cotton 
and Jackson (vanishing wall thickness and high Pe) are dropped. 
Nevertheless, the conduction influence parameter, in connec­
tion with the dimensionless axial coordinate x*, is used all the 
same in the presentation of the results because its close relation 
with the wall energy balance in the thermal entrance region 
allows further insight in their analysis to be given. Indeed, the 
dimensionless heat diffusing toward the inlet from far down­
stream «2w») because of wall axial conduction depends on / 
only, being directly proportional to it. This statement can be 
verified by equating to Qwoa the excess interface heat flux in 
the thermal entrance region: 

QW«, = 4I--
ddf 

dr 
dx* 

xj, is the dimensionless tube length where the interface heat 
flux redistribution takes place. 

The considered conjugate entry problem has been solved for 
two Pe values, i.e., 5 and 500, and for Pr ranging from 0.01 
to 100, while restricting Re between 5 and 714. The same 
conjugate problem was also solved for Pe = 50. Nevertheless, 
far from the immediate entrance the results do not differ sub­
stantially from those obtained with Pe = 500, thus confirming 
that for Pe>50 the results of the conjugate problem may be 
obtained, at least in a first approximation, from those for 
Pe = 500 by entering x* and / with the proper Pe value. In the 
considered range of Pe and Re values, axial diffusion of heat 
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and momentum in the fluid can have a definite effect on the 
convective heat transfer. Nevertheless only the effect of axial 
heat diffusion is focused in the analysis of the results because 
it readily overwhelms the effect of momentum axial diffusion. 

The distributions of the relevant dimensionless local param­
eters are presented in Figs. 1-3, for A = 0.1 and 7=0.01. 

The dimensionless heat flux at the wall-fluid interface is 
shown in Fig. 1. Since the temperature radial gradients in the 
fluid are reduced by the heat diffusion upstream of the inlet, 
in the neighborhood of x* = 0 the interface heat flux decreases 
as Pe decreases. Farther downstream qw assumes the opposite 
behavior because the overall heat exchanged at the interface 
must be the same for the same 7 value. On the contrary, due 
to the development of the velocity profile, the interface heat 
flux increases considerably at the inlet as Pr decreases, while 
it decreases farther downstream. 

The distributions of the dimensionless interface temperature 
(Fig. 2) confirm the presence near the inlet of an isothermal 
zone whose extent, however, decreases as Pe decreases. At low 
Pe the wall-to-fluid bulk temperature difference decreases con-
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Fig. 3 Difference between the local Nusselt number, Nu„ and the cor­
responding distributions for the ( f ) boundary condition, Nuxr: /=0.01, 
A = 0.1 

siderably not only in the tube portion where, because of the 
fluid axial conduction, qw decreases, but also farther down­
stream. Also the development of the velocity profile results in 
a wall-to-fluid bulk temperature difference decrease. 

The effect of the axial heat diffusion in the stream is par­
ticularly demonstrated by the fluid bulk temperature distri­
butions. From the downstream sections heat is diffused axially 
toward the entrance both in the wall and the fluid. To the heat 
upstream conducted in the wall at x* = + oo (Qw» = 47), there 
corresponds an increment in dp, equal to 32 7. On the other 
hand the dimensionless heat upstream conducted in the fluid 
at x* = + oo amounts to 1/Pe2. At the end of the thermal entry 
it causes a further increment in dfb equal to 8/Pe2. This is, of 
course, negligible for high Pe values, while for Pe = 5 it equals 
the increment due to the upstream axial heat conducted in the 
wall when assuming 7=0.01. The preheating due to the heat 
diffusion in the fluid upstream of the inlet section is shown in 
Table 1 by the inlet 0/j values. 

At x* = 0 the preheating effect corresponds to an axial heat 
flux upstream of the inlet, which exceeds 90 percent of the 
overall heat flux upstream conducted at + oo in both the fluid 
and the wall, thus considerably exceeding the preheating effect 
that occurs when neglecting wall axial conduction (7=0.). 

In Fig. 3 the difference, ANu*, between the actual local 
Nusselt number and the distributions obtained by specifying 
the (T) condition at the fluid boundary shows that, when 
accounting for the wall effect, Nux ranges between the distri­
butions obtained for the fundamental cases of the (T) and 
(H) boundary conditions even when considering the velocity 
profile development and the axial heat diffusion in the fluid. 
However, at low Pe values, according to the interface tem­
perature distributions, Nux does not coincide with Nur in the 
neighborhood of x* =0. For negligible axial heat diffusion in 
the fluid, ANuxis always greater than zero, but, as Pe decreases, 
it becomes negative because Nu^r exceeds Nux// along most of 
the thermal entrance region. For Pe = 5 the intersection be­
tween corresponding curves obtained with A = 0 and A ̂  0 does 
not occur exactly at ANu;v = 0; it shifts up slightly as Pr de­
creases. Nevertheless the last behavior may be meaningless 
because of the difficulty in stating whether it is to be ascribed 
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to a physical phenomenon or rather to the numerical approx­
imation. Development of the velocity profile affects the local 
Nusselt number distribution as in the classical thermal entry 
problem, thus generally increasing its value. For Pr = 0.01 the 
dimensionless axial coordinate characteristic for the devel­
opment of the velocity profile, that is x+, is one hundred times 
lower than the actual one. Therefore, as shown by Pagliarini 
(1989), when Re = 500 the velocity profile is far from being 
fully developed at x* >0.1, which corresponds to x+ >0.001. 
For this reason the thermal entry length increases considerably. 
When the (H) thermal condition is specified at the fluid bound­
ary, the fully developed Nux value is not even reached at x * = 10 
because the temperature profile is continuously altered by the 
changes in the velocity profile, while the wall effect vanishes 
near x* = 0.3. On the contrary, in the case of the (T) boundary 
condition, the fluid does practically attain uniform tempera­
ture distribution already at x* = 1. 

Regarding the upstream axial momentum diffusion, no re­
markable effect on the conjugate heat transfer is detectable 
from the results, not even when considering very low Re values. 
In fact, in the case characterized by Pe = 500 and Pr=100, 
x* = 0.0001 corresponds to x+ =0.01, an axial position where 
the velocity profile is not much affected by upstream axial 
momentum diffusion. In the case characterized by Pe = 5 and 
Pr = 0.7, the effect of axial heat diffusion in the fluid readily 
overwhelms that of the axial momentum diffusion. 
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Introduction 
The heat transfer from a circular cylinder is a fundamental 

problem with practical applications ranging from tubular heat 
exchangers to the leading edge of gas turbine blades. The flow 
field across the surface is often unsteady due to natural in-
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stabilities or forced oscillations of the fluid. Examples are the 
periodic natural shedding of vortices from cylinders and the 
wakes of rotor blades in gas turbine engines. In addition, active 
vibration of the fluid is a possible means of augmenting the 
heat transfer (Bergles, 1969). When the frequencies are near 
the natural shedding frequency of the cylinder, active fluid 
vibration also gives the possibility of frequency control through 
lock-on (Barbi et al., 1986). 

Many previous researchers have reported measurements of 
the effects of free-stream turbulence on the heat transfer from 
a circular cylinder to a steady crossflow (VanFossen and Si-
moneau, 1987, and papers cited therein). It is clear that as the 
turbulence intensity is increased, the heat transfer increases at 
the forward stagnation point and in the boundary layer over 
the front of the cylinder. Fewer local heat transfer measure­
ments have been reported in the wake region (Zukauskas and 
Ziugzda, 1985, and papers cited therein). With an increase in 
turbulence intensity the critical Reynolds number for the 
boundary layer is decreased substantially. This affects the po­
sition of the separation point and the shape of the heat transfer 
curve in the wake region. 

A previous study of the effect of flow pulsation has shown 
very little effect on the local heat transfer at most positions 
around a circular cylinder (Andraka and Diller, 1985). This 
study covered a range of frequencies both above and below 
the natural shedding frequency with a low free-stream tur­
bulence intensity (Tu<0.5 percent). The pulsations were care­
fully created in the flow so as not to alter the turbulence. Other 
investigators, however, have found that the presence of flow 
unsteadiness increased transfer when turbulence was present 
(Marziale and Mayle, 1984; Simoneau et al., 1984). One of 
the important applications is the effect of rotor wakes on 
turbine stator blades. Time-resolved measurements of the heat 
transfer have shown that the passage of a rotor wake has an 
effect similar to that of a short burst of turbulence in the fluid 
(Doorly and Oldfield, 1985; O'Brien, 1988). Therefore, the 
effect of rotor wakes (Morehouse and Simoneau, 1986) is not 
the same as a clean flow pulsation. 

The present work is an experimental study of the combined 
effects of flow pulsation and turbulence on the local heat 
transfer from a circular cylinder. In particular, the possibility 
of a coupling between the two effects is investigated. 

Experimental Apparatus and Procedure 
The experimental results were obtained with the same wind 

tunnel as previously reported by Andraka and Diller (1985). 
The wave amplitudes for the pulsating flow are listed in Table 
1 for the different frequencies used. The amplitude e is defined 
as 

i7=t/00[l + esin(2ir/f)] (1) 
where U is the instantaneous flow velocity, U„, is the time-
averaged flow velocity, / is the pulsation frequency, and t is 
the time. Table 1 also lists the dimensionless frequencies, which 
included values above and below the natural shedding fre­
quency of the test cylinder (fD/Ua — 0.20), where D is the 
cylinder diameter. The corresponding length scale of the pul­
sation relative to the cylinder diameter (L/D) is the inverse 
of these values. 

The turbulence was generated by placing grids at various 
locations in the test section upstream of the cylinder. The 

Table 1 Pulsation characteristics at Re = 50,000 

Frequency, f Amplitude, a fD/U„ L/D 
(Hz) (percent) 

1.7 15.5 0.016 62.5 
7.0 6.5 0.066 15.2 
18.5 8.0 0.175 5.7 
23.0 4.0 0.218 4.6 
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to a physical phenomenon or rather to the numerical approx­
imation. Development of the velocity profile affects the local 
Nusselt number distribution as in the classical thermal entry 
problem, thus generally increasing its value. For Pr = 0.01 the 
dimensionless axial coordinate characteristic for the devel­
opment of the velocity profile, that is x+, is one hundred times 
lower than the actual one. Therefore, as shown by Pagliarini 
(1989), when Re = 500 the velocity profile is far from being 
fully developed at x* >0.1, which corresponds to x+ >0.001. 
For this reason the thermal entry length increases considerably. 
When the (H) thermal condition is specified at the fluid bound­
ary, the fully developed Nux value is not even reached at x * = 10 
because the temperature profile is continuously altered by the 
changes in the velocity profile, while the wall effect vanishes 
near x* = 0.3. On the contrary, in the case of the (T) boundary 
condition, the fluid does practically attain uniform tempera­
ture distribution already at x* = 1. 

Regarding the upstream axial momentum diffusion, no re­
markable effect on the conjugate heat transfer is detectable 
from the results, not even when considering very low Re values. 
In fact, in the case characterized by Pe = 500 and Pr=100, 
x* = 0.0001 corresponds to x+ =0.01, an axial position where 
the velocity profile is not much affected by upstream axial 
momentum diffusion. In the case characterized by Pe = 5 and 
Pr = 0.7, the effect of axial heat diffusion in the fluid readily 
overwhelms that of the axial momentum diffusion. 
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stabilities or forced oscillations of the fluid. Examples are the 
periodic natural shedding of vortices from cylinders and the 
wakes of rotor blades in gas turbine engines. In addition, active 
vibration of the fluid is a possible means of augmenting the 
heat transfer (Bergles, 1969). When the frequencies are near 
the natural shedding frequency of the cylinder, active fluid 
vibration also gives the possibility of frequency control through 
lock-on (Barbi et al., 1986). 

Many previous researchers have reported measurements of 
the effects of free-stream turbulence on the heat transfer from 
a circular cylinder to a steady crossflow (VanFossen and Si-
moneau, 1987, and papers cited therein). It is clear that as the 
turbulence intensity is increased, the heat transfer increases at 
the forward stagnation point and in the boundary layer over 
the front of the cylinder. Fewer local heat transfer measure­
ments have been reported in the wake region (Zukauskas and 
Ziugzda, 1985, and papers cited therein). With an increase in 
turbulence intensity the critical Reynolds number for the 
boundary layer is decreased substantially. This affects the po­
sition of the separation point and the shape of the heat transfer 
curve in the wake region. 

A previous study of the effect of flow pulsation has shown 
very little effect on the local heat transfer at most positions 
around a circular cylinder (Andraka and Diller, 1985). This 
study covered a range of frequencies both above and below 
the natural shedding frequency with a low free-stream tur­
bulence intensity (Tu<0.5 percent). The pulsations were care­
fully created in the flow so as not to alter the turbulence. Other 
investigators, however, have found that the presence of flow 
unsteadiness increased transfer when turbulence was present 
(Marziale and Mayle, 1984; Simoneau et al., 1984). One of 
the important applications is the effect of rotor wakes on 
turbine stator blades. Time-resolved measurements of the heat 
transfer have shown that the passage of a rotor wake has an 
effect similar to that of a short burst of turbulence in the fluid 
(Doorly and Oldfield, 1985; O'Brien, 1988). Therefore, the 
effect of rotor wakes (Morehouse and Simoneau, 1986) is not 
the same as a clean flow pulsation. 

The present work is an experimental study of the combined 
effects of flow pulsation and turbulence on the local heat 
transfer from a circular cylinder. In particular, the possibility 
of a coupling between the two effects is investigated. 

Experimental Apparatus and Procedure 
The experimental results were obtained with the same wind 

tunnel as previously reported by Andraka and Diller (1985). 
The wave amplitudes for the pulsating flow are listed in Table 
1 for the different frequencies used. The amplitude e is defined 
as 

i7=t/00[l + esin(2ir/f)] (1) 
where U is the instantaneous flow velocity, U„, is the time-
averaged flow velocity, / is the pulsation frequency, and t is 
the time. Table 1 also lists the dimensionless frequencies, which 
included values above and below the natural shedding fre­
quency of the test cylinder (fD/Ua — 0.20), where D is the 
cylinder diameter. The corresponding length scale of the pul­
sation relative to the cylinder diameter (L/D) is the inverse 
of these values. 

The turbulence was generated by placing grids at various 
locations in the test section upstream of the cylinder. The 

Table 1 Pulsation characteristics at Re = 50,000 

Frequency, f Amplitude, a fD/U„ L/D 
(Hz) (percent) 

1.7 15.5 0.016 62.5 
7.0 6.5 0.066 15.2 
18.5 8.0 0.175 5.7 
23.0 4.0 0.218 4.6 
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turbulence intensity in steady flow, defined as 

Tu = (2) 

was determined from the ratio of the true rms a-c and d-c 
components of a linearized hot-wire velocity signal. The sym­
bol u' indicates the fluctuating component of flow velocity 
and the bar indicates time average. For pulsating flow, a Zonic 
5003 digital signal analyzer was used to sample both a single 
time record and an ensemble-averaged signal of velocity. The 
subtraction of the two signals gave the turbulence of the pul­
sating flow. Without the grids the turbulence in the steady and 
pulsating flows was less than 0.5 percent and did not vary 
significantly with pulsation frequency. 

The integral length scale of turbulence was measured by first 
determining the autocorrelation coefficient p(j) of the fluc­
tuating component of the velocity signal u'. This was then 
integrated over the time delay r, to obtain the Eulerian integral 
time scale. Finally the integral length scale, L, was determined 
by multiplying the time scale by the mean velocity. The same 
procedure was followed for determining length scales in pul­
sating flow except that the ensemble-averaged signal was sub­
tracted from the single time record (as explained earlier) before 
calculating the autocorrelation coefficient. 

The turbulence characteristics with the grids are listed in 
Table 2. The pulsations did not significantly affect the meas­
ured turbulence intensity or integral length scales. This ensured 
that the pulsations did not introduce any additional turbulence 
in the free stream. The grids were standard 16 gage steel stamped 
with square holes. Grid 1 had a mesh size, M, of 12.7 mm (0.5 
in.) with bars 3.17 mm (0.125 in.) in width. Grid 2 had a mesh 
size, M, of 17.5 mm (0.687 in.) with bars of 4.76 mm (0.187 
in.). The open area of grid 1 was 56 percent and that of grid 
2 was 53 percent. In the table, x represents the distance from 
the turbulence grid to the cylinder stagnation point. 

Figure 1 shows the cylinder model used in this study. The 
heat transfer measurements were made with a 3.2-mm-o.d. 
Gardon heat flux gage that was mounted flush with the cylinder 
wall. The sensing element of the gage subtended a 2 deg arc 
on the cylinder. It was calibrated in a convective environment 
as described by Borell and Diller (1987). The calibration in­
cluded the effects of radiation and the small temperature non-
uniformities across the gage surface. The cylinder was heated 
from the inside to maintain a nearly isothermal boundary con­
dition. Further details of the cylinder construction, related 
instrumentation, and the data reduction procedure are de­
scribed in the paper by Andraka and Diller (1985). All meas­
urements were make at a cylinder Reynolds number of Re = 
50,000. 

Steady Flow Results 
Figure 2 shows the heat transfer distributions for different 

levels of free-stream turbulence. The entire attached boundary 
layer region has increased heat transfer due to the added free-
stream turbulence. In addition, the point of minimum heat 
transfer is shifted farther back on the cylinder and its value is 
increased. In the wake region, heat transfer is increased up to 
an angle of about 130 deg and decreased thereafter, including 
the rear stagnation point. The large increase in heat transfer 
from 6 = 90 to 130 deg for the 7.5 percent turbulence case is 
indicative of the critical flow regime. Similar results have been 

reported for mass transfer at Re = 75,000 by Kestin and Wood 
(1971). 

Average heat transfer coefficients over the front (0 deg < 
6 < 90 deg), the back (90 deg < 6 < 180 deg), and the entire 
cylinder (0 deg < d < 180 deg) were evaluated by numerical 
integration of the local values using the trapezoidal rule. These 
values are listed in Table 3 for the steady flow cases. On the 
front of the cylinder, the average heat transfer increased pro­
gressively with increasing turbulence intensity. At a turbulence 
intensity of 7.5 percent, the average heat transfer on the front 
increased by about 45 percent. On the back, however, the 
addition of turbulence decreased the average heat transfer. 

Gage 
Location 

1 1 1 

Thermocouples 

mi •st-: 7.6-4—7.6-J-

Dimensions in cm 

Gap Between 
Cylinder Halves 
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Fig. 1 The cylinder model used for the heat transfer measurements 

I.50 

I.25 -

1.00 

0.75 " 

Nu 
/Re" 

0.50 -

0.25 -

0.00 . 

0 20 40 60 80 100 120 140 160 ISO 

B (DEG) 

Fig. 2 Effect of free-stream turbulence on cylinder heat transfer 

Table 2 Turbulence characteristics for pulsating and steady flow at Re T a b l e 3 A v e r a 9 e h e a t , r a n s , e r r e s u l , s , o r s , e a d y , l o w a t R e = 5 0 ' 0 0 0 

= 50.UU0 

No grid 
Grid 1 
Grid 2 
Grid 2 

x/M 

— 
54 
39 
13 

L/D 

„ _ 

0.11 
0.14 
0.07 

Tu (percent) 

0.4 
2.3 
3.3 
7.5 

Tu 
(percent) 

0.4 
2.3 
3.3 
7.5 

NuA/Re 
(front) 

0.740 
0.828 
0.871 
1.070 

NuA^Re 
(back) 

0.836 
0.788 
0.803 
0.822 

NuA/Re 
(total) 

0.788 
0.808 
0.837 
0.946 
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Table 4 Average heat transfer results for pulsating flow at Re = 
Frequency, f Tu (percent) Nup/Nu5 Nup/Nus Nup/Nus 

(Hz) (front) (back) (total) 
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Fig. 3 Heat transfer results in pulsating flow (/ = 18.5 Hz, Tu = 3.3 
percent) 

This decrease varied from 2 percent for the high-turbulence-
intensity case (7.5 percent turbulence) to about 6 percent for 
the low-turbulence-intensity case (2.3 percent turbulence). In 
general, the addition of turbulence increased the average heat 
transfer over the entire cylinder by up to 20 percent. 

Pulsating Flow Results 
A representative sample of the local heat transfer results 

obtained for pulsating flow is presented in Fig. 3. The ordinate 
represents the ratio of the pulsating Nusselt number, Nup, to 
the steady Nusselt number, Nu5. A steady-flow test was per­
formed either immediately before or after each pulsating flow 
test to ensure the best possible comparison. The estimated error 
bands are also shown to indicate the confidence intervals for 
the data. The total error band reflects the estimated error in 
the results for each test by accounting for all possible errors 
sources. The relative error between a set of tests, on the other 
hand, is found by neglecting the errors that are common be­
tween the two measurement sets (e.g., the amplifier gain and 
the gage calibration). 

Similar results were obtained at other pulsing frequencies 
and turbulence levels. In all of these cases the addition of flow 
pulsation did not measurably affect the heat transfer on the 
front of the cylinder except near the separation point. Because 
of the steep changes in heat transfer with 6 in this region, small 
shifts in the location or size of the separation region result in 
large localized changes due to pulsation. In the wake region, 
however, the flow pulsation appeared to causes small increases 
in heat transfer at some locations for the low turbulence in­
tensity cases. 

Average heat transfer coefficients for the front, the back, 
and the whole cylinder were obtained from the local meas­
urements by numerical integration using the trapezoidal rule. 
These values at various pulsing frequencies and turbulence 
levels are listed in Table 4 as average Nu^/Nuj ratios. All of 
these values (except for / = 7.0 Hz, Tu = 3.3 percent) are 
within 3 percent of the corresponding steady values, which is 

1.7 
1.7 
1.7 
7.0 
7.0 
7.0 
18.5 
18.5 
18.5 
23.0 

2.3 
3.3 
7.5 
2.3 
3.3 
7.5 
2.3 
.3.3 
7.5 
3.3 

0.997 
0.984 
0.967 
1.011 
1.025 
0.996 
1.014 

. 0.990 
0.958 
0.999 

0.973 
0.994 
0.995 
0.967 
1.076 
0.956 
1.016 
1.029 
0.978 
1.030 

0.985 
0.989 
0.981 
0.989 
1.050 
0.976 
1.015 
1.010 
0.968 
1.015 

within the estimated average relative error. The table shows 
that at frequencies both below and above the natural shedding 
frequency of the cylinder (21 Hz), the introduction of flow 
pulsation did not affect the average heat transfer. This indicates 
the absence of any interaction between the two effects, namely, 
flow pulsation and turbulence, in their influence on the heat 
transfer. 

The results at a dimensionless frequency of 0.066 (J — 7.0 
Hz, Tu = 3.3 percent) are particularly interesting because they 
are close to matching the conditions used by Marziale and 
Mayle (1984). The latter found a 10 percent increase in mass 
transfer at the stagnation point of a cylinder oscillating ro-
tationally at nearly the same dimensionless frequency and mean 
Reynolds number used here. Their reported turbulence inten­
sity was 2.65 percent with a value of L/D = 0.030. The am­
plitude of oscillation (± 6 deg) corresponds to a considerably 
smaller amplitude than used in the present experiments. How­
ever, the results here show only a small increase in heat transfer 
in the attached boundary layer region. Apparently, the dif­
ference in the type of the unsteadiness (flow pulsation versus 
cylinder rotation) affects the interaction with the flow tur­
bulence. In the wake region of the present experiment, how­
ever, flow pulsation increased the average heat transfer by 7.6 
percent. 

The results presented here are also different from those of 
Simoneau et al. (1984), who found increases of up to 30 percent 
in the average heat transfer due to the presence of 10 percent 
unsteadiness created by simulated rotor wakes. The dimen­
sionless frequencies and amplitude of this unsteadiness, the 
cylinder Reynolds number, and turbulence intensities were all 
close to the range presently studied. The difference between 
the present results and the previous results with rotor wakes 
is the separation of the effects of turbulence and flow unstead­
iness. The observed heat transfer increase was subsequently 
shown to be caused by the increased turbulence in the rotor 
wakes rather than the flow pulsation introduced (Morehouse 
and Simoneau, 1986). 

In a different geometry the effect of free-stream flow pul­
sation has been investigated for flow over a flat plate by Parikh 
et al. (1982) and Miller (1969). They found no pulsation effect 
on the time-averaged turbulent boundary layer. Later work by 
Miller and Pucci (1971) in flows with adverse pressure gradients 
demonstrated that flow pulsation promoted early transition 
and separation of the boundary layer. This increased or de­
creased the heat transfer correspondingly. The present results 
also indicate a shift of the separation and transition points 
when free-stream turbulence is added to the flow. 

The present results indicate either no or small increases in 
heat transfer due to flow pulsation with turbulence, the same 
as without turbulence (Andraka and Diller, 1985). Conse­
quently, there is no evidence of any coupling between the 
effects of the free-stream turbulence and a sinusoidal flow 
pulsation. It should be noted that the integral time scale of 
the turbulence is more than an order of magnitude smaller 
than that of the flow pulsations. A topic for further investi-
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gation would be be investigate the possibility of interaction 
when these two time scales are more nearly matched. 

Conclusions 
The time-averaged local distributions of heat transfer were 

obtained around a heated cylinder placed.in a turbulent and 
pulsating crossflow. The results showed the expected distri­
bution of heat transfer due to free-stream turbulence alone. 
A large increase (up to 45 percent) on the front side of the 
cylinder and a small decrease (up to 6 percent) on the back 
side of the cylinder were as expected. 

The addition of flow pulsation to the turbulent flow pro­
duced no significant change to the observed heat transfer on 
the front side of the cylinder. Small increases in the average 
heat transfer values (up to 7.5 percent) were measured on the 
back side of the cylinder. This is similar to the results obtained 
without turbulence (Andraka and Diller, 1985). Thus there 
appears to be no evidence of any coupling between the effects 
of free-stream turbulence and flow pulsation on the heat trans­
fer. It is also apparent from these results that the nature of 
the flow unsteadiness (turbulence versus a well-organized flow 
pulsation) is very important in determining the resulting overall 
heat transfer augmentation. 
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Measurement of Heat Transfer From a Supersonic 
Impinging Jet Onto an Inclined Flat Plate at 45 deg 
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Nomenclature • 
Ae,A, 

d 
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h 
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M 

Nu 
ANu 

Pr 
Re 

t 
T 
1 o U 

x,y, z 
a 

= exit, throat area of nozzle 
= thickness of plate 
= jet exit diameter = 100 mm in present experi­

ment 
= local heat transfer coefficient 
= thermal conductivity of hot gas 
= thermal conductivity of plate 
= distance from jet exit to plate surface 
= Mach number 
= Nusselt number = hD/kg 

= uncertainty of Nusselt number 
= Prandtl number 
= Reynolds number 
= measurement time 
= jet total temperature 
= mean velocity at jet exit 
= Cartesian coordinates, see Fig. 1 
= thermal diffusivity of plate 

1 Introduction 
The problem of heat and momentum transfer by the im­

pingement of a jet on a solid object arises in a wide variety of 
engineering devices, such as multistage rocket separation, jet 
engine exhaust impingement of V/STOL aircraft, shock im­
pingement heating, and so on. 

Previous investigations of this problem were mainly con­
ducted with subsonic impinging jets. Foss (1979) examined the 
flow field of an oblique jet with a jet Reynolds number of 
48,000 and a jet spacing of L/D = 5. A series of experimental 
studies by Goldstein et al. (1986) and Goldstein and Franchett 
(1988) revealed the effects of the jet impingement angle and 
jet spacing on heat transfer and they suggested a practical 
correlation of Nusselt number over the plate surface. Sparrow 
and Lovell (1980) measured the heat transfer of an oblique 
impinging circular jet using the naphthalene sublimation tech­
nique. 

However, studies of momentum and heat transfer in the 
supersonic jet impingement are rarely found because of the 
complexities of interactions between shock waves and the 
boundary layer and also because of the difficulties in meas­
urement of the high pressure and the temperature on the plate 
surface. Papers by Donaldson and Snedeker (1971) and Don­
aldson et al. (1971) were concerned with the free jet turbulent 
structure and the heat transfer of an impinging jet normal to 
a plate at Mach number near unity. Their results showed that 
at large distances from the stagnation point the heat transfer 
falls off inversely proportional to the distance. The impinge­
ment of underexpanded, axisymmetric jets on normal and in-
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gation would be be investigate the possibility of interaction 
when these two time scales are more nearly matched. 

Conclusions 
The time-averaged local distributions of heat transfer were 

obtained around a heated cylinder placed.in a turbulent and 
pulsating crossflow. The results showed the expected distri­
bution of heat transfer due to free-stream turbulence alone. 
A large increase (up to 45 percent) on the front side of the 
cylinder and a small decrease (up to 6 percent) on the back 
side of the cylinder were as expected. 

The addition of flow pulsation to the turbulent flow pro­
duced no significant change to the observed heat transfer on 
the front side of the cylinder. Small increases in the average 
heat transfer values (up to 7.5 percent) were measured on the 
back side of the cylinder. This is similar to the results obtained 
without turbulence (Andraka and Diller, 1985). Thus there 
appears to be no evidence of any coupling between the effects 
of free-stream turbulence and flow pulsation on the heat trans­
fer. It is also apparent from these results that the nature of 
the flow unsteadiness (turbulence versus a well-organized flow 
pulsation) is very important in determining the resulting overall 
heat transfer augmentation. 
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ment 
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= measurement time 
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= Cartesian coordinates, see Fig. 1 
= thermal diffusivity of plate 

1 Introduction 
The problem of heat and momentum transfer by the im­

pingement of a jet on a solid object arises in a wide variety of 
engineering devices, such as multistage rocket separation, jet 
engine exhaust impingement of V/STOL aircraft, shock im­
pingement heating, and so on. 

Previous investigations of this problem were mainly con­
ducted with subsonic impinging jets. Foss (1979) examined the 
flow field of an oblique jet with a jet Reynolds number of 
48,000 and a jet spacing of L/D = 5. A series of experimental 
studies by Goldstein et al. (1986) and Goldstein and Franchett 
(1988) revealed the effects of the jet impingement angle and 
jet spacing on heat transfer and they suggested a practical 
correlation of Nusselt number over the plate surface. Sparrow 
and Lovell (1980) measured the heat transfer of an oblique 
impinging circular jet using the naphthalene sublimation tech­
nique. 

However, studies of momentum and heat transfer in the 
supersonic jet impingement are rarely found because of the 
complexities of interactions between shock waves and the 
boundary layer and also because of the difficulties in meas­
urement of the high pressure and the temperature on the plate 
surface. Papers by Donaldson and Snedeker (1971) and Don­
aldson et al. (1971) were concerned with the free jet turbulent 
structure and the heat transfer of an impinging jet normal to 
a plate at Mach number near unity. Their results showed that 
at large distances from the stagnation point the heat transfer 
falls off inversely proportional to the distance. The impinge­
ment of underexpanded, axisymmetric jets on normal and in-

'Graduate Student, Department of Aerospace Engineering, Korea Advanced 
Institute of Science and Technology, Cheongryang, Seoul, Korea. 

2Professor, Department of Mechanical Engineering, Korea Advanced Institute 
of Science and Technology, Cheongryang, Seoul, Korea. 

'Senior Researcher, Agency for Defence Development, Daeduck Science Town, 
Daeduck, Korea. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 28, 
1990; revision received December 6, 1990. Keywords: Forced Convection, Jets, 
Measurement Techniques. 

Journal of Heat Transfer AUGUST 1991, Vol. 113/769 

Copyright © 1991 by ASME
Downloaded 15 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Experimental conditions 
Area ratio (Ae/A,) 5.15 
Chamber pressure (P„) 8.96 MPa 
Total temperature (T0) 2871 K 
Jet exit pressure (Pj) 0.263 MPa 
Ambient pressure (P„) 0.101 MPa 
Jet exit temperature (7)) 1555.K 
Ambient temperature (r„) 286 K 
Jet exit Mach number (M) 2.82 
Jet Reynolds number (Re) 8.47 X 105 

Underexpansion ratio (Pf/P„) 2.604 
Heat capacity of gas (Cp) 1.775 kj/kg K 
Thermal conductivity of gas (ks) 0.0419 W/m K 

Fig. 1 Schematic diagram showing a supersonic jet impingement onto 
an inclined plate surface 

clined flat plates was experimentally studied by Lamont and 
Hunt (1980). They observed that multiple shock waves are 
created by the plate in the stagnation region. 

The present experiment was performed with a supersonic 
jet from a rocket nozzle. Since direct instantaneous measure­
ments of high temperature and heat flux on the plate surface 
are nearly impossible in heated supersonic impinging jet by 
presently available techniques, local heat transfer was obtained 
by applying a locally quasi-one-dimensional heat conduction 
model to the temperature data measured beneath the plate 
surface. This indirect method was used to determine the Nusselt 
number, as will be explained in the following section. 

2 Experimental Apparatus and Operational Procedure 
Supersonic gas for the jet impingement was supplied by a 

rocket nozzle; operating conditions are listed in Table 1. The 
solid propellant contains about 82 percent ammonium per-
chlorate oxidizer, 12 percent carboxyl terminated polybuta-
diene binder, 2 percent aluminum metal fuel, and the remaining 
4 percent additives. The composition of the combustion gas 
and its thermochemical properties under the conditions in Ta­
ble 1 are calculated by using a thermodynamic calculation code 
from Gordon and McBride (1971). The major combustion 
products are CO (16.0 percent), C 0 2 (10.6 percent), HCl (17.2 
percent), H2 (16.4 percent), H 2 0 (30.4 percent), and N2 (8.6 
percent), and its thermochemical properties are also included 
in Table 1. 

The distance between the jet exit and the plate surface is 5 
diameters, and the angle between the axis of the jet and the 
plate surface is set at 45 deg. The test plate used is a rectangular 
flat plate whose dimensions are 1000 mm high, 1000 mm wide, 
and 38 mm thick. This plate is made of aluminum and the 
back side of the plate is insulated. The test plate contains 25 
thermocouple holes equally spaced in the x and y directions 
where xis pointing upward as shown in Fig. 1 along the* axis 
in the jet center plane. Five thermocouples are embedded at a 

depth of 20 mm from the plate surface. The holes are bored 
from the back side of plate. On the left side ten thermocouples 
are placed at a depth of 5 mm, and on the right side the depth 
of the ten thermocouples is 35 mm. The chromel-alumel ther­
mocouples are used in the present study and the interior tem­
perature variation with time at each probe location is obtained 
at time intervals of 0.01 s. With these measured temperature 
data, the local heat transfer at the surface can be determined 
by using a locally quasi-one-dimensional conduction model, 
which will be described below. This indirect method of deter­
mining the heat transfer is based upon the assumption that the 
conductive heat transfer in the direction of the plate depth (z 
direction) is much larger than those in any other lateral di­
rections (x, y directions) when the test plate is heated by a 
high-temperature jet. 

The mathematical model for heating of the test plate is 
represented by 

bT d lT , 
— = a—j 0<z<tf , t>0, 
at oz 

with initial and boundary conditions of 

T=T„ at / = 0, 

and 

-ks^=h(T0-T) 
oz 

at z = 0, 

bz 
at z = d. 

(1) 

(2) 

(3) 

(4) 

The solution of equations (l)-(4) is found by Luikov (1969) 
as 

T-Tv, . ^ . I. V 

d) 

where 

1 2>„c /*/! exp 
2 ta 

(5) 

An = -
2 sin n„ 

sin n„ cos /ti„ + /*„ 
and the eigenvalues n„ are obtained from the characteristics 
equation 

Nu (dkg 

H„ \Dkx 
tan JJ.„ -- (6) 

Once the interior temperature variations in the test plate are 
measured during the heating transient, the time-dependent lo­
cal Nusselt numbers are determined through the iterative cal­
culations of Eqs. (5) and (6). During the hot jet impingement 
of about 3.2 s by the supersonic rocket nozzle, the surface of 
the aluminum plate is melted after about 1 s from the firing 
of the rocket. Therefore, only the measured data before melting 
of the surface are used in the present calculations. 

3 Results and Discussions 
Before computing the heat transfer coefficients by the locally 

quasi-one-dimensional heat conduction analysis, its validity 
must be verified. Using the temperature data obtained in a 
preliminary experiment, the lateral slope of the temperature 
(dT/dy or dT/dx) was found to be less than 5 percent of the 
depthwise temperature slope (dT/dz) at any time during the 
measurement, and thus, the lateral heat conduction can be 
neglected under the uncertainty of the present measurement. 

In general, the local Nusselt number is a function of L/D, 
x/D, y/D, Pr, Re, and M. Therefore, in the present experiment, 
Nu is a function of location since Re, Pr, M, and L/D are 
fixed; Nu =f(x/D, y/D). 

First, consider the distribution of Nusselt number along the 
x axis in the jet center plane. As shown in Fig. 2, the maximum 
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Fig. 2 Distributions of local Nusselt numbers at different y positions; 
dotted line represents the data of Goldstein (1988) for subsonic jet at 
y = 0 
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Fig. 3 Distributions of local Nusselt numbers at different x positions; 
dotted line represents the data of Goldstein (1988) for subsonic jet at 
x= -D 

heat transfer occurs at the location displaced downstream (x/ 
D<0) for given y, and the local Nusselt number in the down­
stream region away from the maximum point is more abruptly 
decreased than that in the upstream region (x/D > 0). This may 
be attributed to the fact that shock-induced separation occurs 
near the stagnation point (Lamont and Hunt, 1980). The ex­
istence of an inflection point in the upward region indicates a 
small pressure hump due to the interactions between shock 
waves created by the plate. The upstream movement of the 
peak heat transfer point with the increase in y may be related 
to the crescent-shaped stagnation ridge. Comparison of our 
results with those of subsonic impinging jet observed by Gold­
stein and Franchett (1988) reveals that the shapes of the local 
Nusselt number variations along the x axis are similar. How­
ever, the maximum heat transfer coefficient of the supersonic 
jet is about 10 times higher than that of the subsonic jet. 

Figure 3 represents the heat transfer distributions along the 
y direction. As was expected, the profiles are nearly symmetric 
with respect to thexaxis. The Nusselt number sharply decreases 
with increasing distance y, and the value of the local Nusselt 
number of the supersonic impinging jet approaches that of the 
subsonic jet as the distance increases. Similar variations were 
found by Donaldson et al. (1971), who observed that away 
from the stagnation point on the plate, the heat transfer be­
haves in a manner similar to a normal turbulent boundary 
layer, which is developed in an external flow having a free-
stream velocity equal to the local maximum velocity in the wall 
jet. 

Figure 4 shows the contours of constant Nusselt numbers. 
Since the jet impinges on the surface at 45 deg inclination, the 
contours are quasi-elliptical. Also, these results have a tendency 
similar to the subsonic cases of Goldstein and Franchett (1988) 
and Sparrow and Lovell (1980). 

Since only one data set is available in the present study, the 
reliable range of the Nusselt numbers obtained in this study 
must be estimated. In the present measurement, the Nusselt 
number is determined from three measured quantities: ther­
mocouple temperature reading (7"), measurement time (t), and 
probe position (z). Therefore, the uncertainty in the result of 
the Nusselt number is caused by uncertainties of t, z, and T 
as given by Holman (1966): 

ANu = 

where 

dNu 
dh 

Ah + j — - AD 
\dD 

3Nu 
dk. 

A/t, (7) 

Fig. 4 Contours of constant Nusselt numbers 

Ah--
dh 

dt 
At) + (8) 

The uncertainty At is due to the variation in the response 
time of the thermocouples and it is estimated to be about 
At< 0.03 s. The positioning uncertainty Az may be set equal 
to the tolerance of drilling; thus, Az= ±0.5 mm. According 
to the specification of the K-type thermocouples provided by 
the manufacturer, the uncertainty in the temperature reading 
is about ±0.7 K. In addition, AD= ±0.1 mm and 
Akg= ±0.0001 W/mK. 

On the other hand, the sensitivities in Eq. (8) were obtained 
by solving Eqs. (5) and (6) for finitely small variations in t, z, 
and T. The uncertainty analysis shows that the present exper­
imental results are reliable within 15 percent uncertainty, which 
is comparable to those of other subsonic impinging jet exper­
iments (Goldstein and Franchett, 1988). 
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An Improved Correlation of Stagnation Point Mass 
Transfer From Naphthalene Circular Disks Facing 
Uniform Airstreams 

H. H. Sogin1 

Introduction 
The basis and purpose of the heat-mass transfer experi­

mental analog using subliming naphthalene is presumed to be 
well known [e.g., 1,2]. Experiments like the ones described 
here and comparisons of their results with those of boundary 
layer theory serve to refine the calibration of the analog and 
to improve techniques. This technical note correlates the results 
of two studies [3, 4] on (local) stagnation point mass transfer 
from circular disks. It also provides some information about 
the influence of wind tunnel turbulence. We begin with an 
illustrative summary that will guide us through the remainder 
of the technical note. 

Figure 1 is a composite bilogarithmic plot of three sets of 
results taken from [3,4], The stagnation point Sherwood num­
ber, Sh0 = KoD/T), is plotted against the disk Reynolds num­
ber, Re = UmD/v, where K0 is the stagnation point coefficient 
of mass transfer, 2D is the diffusivity of naphthalene vapor in 
air, U„ is the velocity of the oncoming airstream; and v is the 
kinematic viscosity of air. The disk diameter D was 3.493 cm 
in [3] and 10.2 cm in [4]. Each of the three straight lines in 
Fig. 1 is identified by a value of the coefficient C in the typical 
correlation equation 

Sh0 = C-Re1/2 (1) 

which represents both experimental and theoretical results. The 
next three sections explain the sources of these lines. 

Experimental Results of Sparrow and Geiger (C = 1.140) 
Local mass transfer is determined by measuring the local 

change of depth owing to sublimation and multiplying it by 
the density of the solid naphthalene. In [3] the nominal re­
solving power of the instrumentation for measuring the reces­
sion of the naphthalene was 0.00025 mm (0.00001 in.). The 
uppermost line in Fig. 1, spanning the range of Re from 5000 
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Fig. 1 Summary of stagnation point mass transfer results: Coefficient 
C refers to equation (1). C = 1.140 represents experimental work in [3] 
based on solid naphthalene specific gravity 1.146; C = 1.097 is a com­
bination of the experimental work in both [3] and [4] based on specific 
gravity 1.068; and C = 1.056 represents the real flow solution of the 
laminar boundary layer equations. Influence of increasing wind tunnel 
turbulence intensity is also shown. 

to 50,000, represents six data points correlated by the method 
of least squares [3]; the mean scatter is ± 3 percent. The specific 
gravity of the solid naphthalene assumed in reducing the data 
was 1.146. For reasons explained in the next paragraph, this 
value must be considered high for naphthalene that has been 
poured into a mold exposed to the atmosphere. 

One of the earliest and most meticulous determinations of 
specific gravity is due to Schroder [5, 6]. He used the method 
of weighing known volumes of samples in liquids of known 
density. Critical tables and handbooks quote his value for 
naphthalene, namely, 1.145 at 20°C. In the course of his meas­
urements he identified two major difficulties: that all poly-
crystalline materials develop small cavities and that removing 
all of the gas bubbles is an onerous task often accompanied 
by side effects further complicating experimental procedure. 
In short, he had to overcome the effect of porosity. Dewar 
[7], who also measured the specific gravity of numerous com­
pounds, reported 1.1589 for naphthalene at 17°C. He gave 
this description of the preparation of his samples: 

Salts were employed in the form of compressed blocks. The 
salt, previously reduced to a fine powder, was moistened 
with water and compressed in a cylindrical steel mould under 
great hydraulic pressure.... In order to get cylindrical blocks 
of the salts showing no porosity ... the saturated salt so­
lution...was found to be essential during the application of 
pressure. In the same way it was found to be an advantage 
in compressing such a substance as solid carbonic acid to 
moisten it with a fluid like ether before applying the hy­
draulic pressure. 

Owing to the context, we must suppose that he treated 
naphthalene similarly to the way he treated the dry ice. Since 
none of these precautions are taken in preparing the 
naphthalene models, one must assume they are porous. Ac­
cordingly, the handbook values of specific gravity in the lit­
erature are upper limits. What aspects of the casting procedure 
affect the porosity and how much the porosity might be under 
any particular set of circumstances have not yet been system­
atically or satisfactorily determined. 

Combining All the Experimental Results (C = 1.097) 
The method of determining the stagnation point mass trans­

fer in [4] was very much the same as the one in [3]. There were 
significant differences in the instrumentation and models. The 
least count of the profiling instrument was 0.0025 mm (0.0001 
in.), ten times the value available in [3]. The specimens in [4] 
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change of depth owing to sublimation and multiplying it by 
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solving power of the instrumentation for measuring the reces­
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value must be considered high for naphthalene that has been 
poured into a mold exposed to the atmosphere. 

One of the earliest and most meticulous determinations of 
specific gravity is due to Schroder [5, 6]. He used the method 
of weighing known volumes of samples in liquids of known 
density. Critical tables and handbooks quote his value for 
naphthalene, namely, 1.145 at 20°C. In the course of his meas­
urements he identified two major difficulties: that all poly-
crystalline materials develop small cavities and that removing 
all of the gas bubbles is an onerous task often accompanied 
by side effects further complicating experimental procedure. 
In short, he had to overcome the effect of porosity. Dewar 
[7], who also measured the specific gravity of numerous com­
pounds, reported 1.1589 for naphthalene at 17°C. He gave 
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with water and compressed in a cylindrical steel mould under 
great hydraulic pressure.... In order to get cylindrical blocks 
of the salts showing no porosity ... the saturated salt so­
lution...was found to be essential during the application of 
pressure. In the same way it was found to be an advantage 
in compressing such a substance as solid carbonic acid to 
moisten it with a fluid like ether before applying the hy­
draulic pressure. 

Owing to the context, we must suppose that he treated 
naphthalene similarly to the way he treated the dry ice. Since 
none of these precautions are taken in preparing the 
naphthalene models, one must assume they are porous. Ac­
cordingly, the handbook values of specific gravity in the lit­
erature are upper limits. What aspects of the casting procedure 
affect the porosity and how much the porosity might be under 
any particular set of circumstances have not yet been system­
atically or satisfactorily determined. 

Combining All the Experimental Results (C = 1.097) 
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fer in [4] was very much the same as the one in [3]. There were 
significant differences in the instrumentation and models. The 
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were about 8 mm deep, mounted in the wind tunnel on a thin 
sting. The disks in [3], besides being of smaller diameter than 
the ones in [4], were made integral with an inert afterbody, 
which served as a mount and protected the disk edges as well 
as the rear surfaces. 

In [4] the value of the specific gravity of the solid naphthalene 
was determined by dividing the loss of weight by the integrated 
volume of recession. The mean value in twelve runs was found 
to be 1.068, 7 percent less than Schroder's value. Unfortu­
nately, there is no record of the data spread for these meas­
urements of specific gravity, which also included a systematic 
correction for edge losses from the disks. 

The average results of the experiments in [4] at free tur­
bulence intensity of the tunnel are shown by the open circles 
in Fig. 1. The bar at Re = 144,000 spans four points and the 
bar at 205,000 eight; the ends of the bars locate the extremes 
of the spreads. The total number of experimental points is 14, 
each representing the average of four determinations, as in [3]. 
The following method was used to correlate all 20 experimental 
points of the two studies. 

In order to weigh all points uniformly, values of the Sher­
wood number were converted to values of the Frossling num­
ber: 

Fg 0 ^Sh 0 / (ScRe , / 2 ) = (*„/£/„) .Re" 2 (2) 

Clearly, Fg0 is independent of the Reynolds number in the 
present case, so averages are found by simple arithmetic. Thus, 
the experimental results of [3] correlate in accordance with Fg0 

= 1.140/2.55 = 0.447 ± 3 percent on the average in the range 
of Re from 5000 to 50,000. In [4] the average value of Fg0 is 
0.436 lying between extremes of 0.412 and 0.473 with a stand­
ard deviation of 4 percent of the average; Re ranges from 
135,000 to 250,000. Assuming that the specific gravity of the 
solid in [3] was 1.068 as found in [4] and then averaging over 
the 20 experimental points, we find the average Frossling num­
ber of the combined studies to be 0.430. This translates to C 
= 1.097 in equation (1). Adjusting the value of the specific 
gravity for the results taken from [3] emphasizes the need to 
investigate the question of porosity where the experimental 
method is used to measure local rates of recession. If the results 
from [3] were not adjusted and the specific gravity 1.068 for 
the results in [4] were retained, the final correlation coefficient 
would be 1.120 instead of 1.097, hardly significantly different 
in view of the uncertainty of about ± 4 percent in the averages. 
The principal merit of the new correlation is that it bridges 
the gap between the two sets of data and broadens the appli­
cable range of Reynolds number, the span now being 5000 to 
250,000. 

Real Flow Solution (C = 1.056) 
The real flow solution is a solution of the boundary layer 

equations exactly like the so-called potential flow solution in 
[3], except that the velocity at the outer edge of the boundary 
layer is taken to be the distribution determined by measuring 
the pressure distribution on the forward surface of the disk 
and employing Bernoulli's principle. In general, for flow near 
a stagnation point, the velocity at the outer edge of the bound­
ary layer is proportional to the oncoming velocity and virtually 
linear in the distance from the stagnation point. Thus in the 
case of a disk in axisymmetric flow, 

v{r) = C'-Ua,(r/R) (3) 

where v(r) is the radial velocity component, r the local radius, 
R the disk radius, and C" is a constant of proportionality. 
The boundary layer solution shows that the mass transfer coef­
ficient is proportional to the square root of the gradient of the 
velocity at the stagnation point, so that generally Sh0 is pro­
portional to (C'U„/R) . Pressure distributions were meas­
ured in [4] on two differently instrumented 10.2-cm-dia models. 
The results, consistent within themselves, yielded C" = 0.480 

as compared with 0.454 in [8] and 0.637 for the potential flow 
solution. Barring significant changes of hydrodynamic con­
ditions that might occur on account of disk profile owing to 
the nonuniform recession of the naphthalene surface or to 
effects of different afterbodies, the real flow solution for the 
slope of the velocity at the outer edge of the boundary layer 
yields C = 1.056 for the theoretical laminar transfer. The 
recommended line representing the data in Fig. 1 (C= 1.097) 
is about 4 percent higher than the prediction for the real flow 
solution. This difference perhaps could be rationalized in terms 
of the data spread, but it seems more likely ascribable to the 
influence of the mainstream turbulence and its effect on the 
boundary layers. 

Influence of Turbulence in the Airstream 
The turbulence intensity of the normal airstream in [4] was 

0.8 percent. The cluster of points in Fig. 1 at Re = 205,000, 
Sh0 » 700 was obtained in [4] by introducing a screen that 
raised the turbulence intensity to 2.4 percent. The mass transfer 
increased about 46 percent of the value predicted by the real 
flow solution. Overall, the trend of the increasing mass transfer 
rate with increasing turbulence intensity is consistent within 
itself and with other such findings [9]. There is no analysis 
that would serve to check these results. 

Conclusions 
The recommended correlation for the stagnation point mass 

transfer from circular naphthalene disks perpendicular to air-
streams is 

Sh0 = 1.097»Re1/2±4 percent; 5000<Re<250,000 (4) 

Accordingly, a suitable interpolation to allow for a Schmidt 
number other than 2.55 is [3] 

Sh0 = 0.783-Sc036Re1/2 (5) 

and by analogy the heat transfer would be calculated with 

Nu0 = 0.783- Pr°'36Rel/2 (6) 

At Re = 205,000 (30.5 m/s) when the wind tunnel turbulence 
intensity is changed from 0.8 to 2.4 percent, the stagnation 
point transfer rate changes from about 4 to 46 percent in excess 
of the amount predicted by the real flow solution. 

Finally, this study raises the following questions: How much 
is the porosity of naphthalene under various casting condi­
tions? How do various afterbodies as well as mainstream tur­
bulence affect the flow regime and transfer of mass or heat at 
the stagnation point region? 
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An «-Bounce Method for Analysis of Radiative Transfer 
in Enclosures With Anisotropically Scattering Media 

M. H. N. Naraghi1 and Jianchun Huan1 

Introduction 
The intent of this note is to present an w-bounce approximate 

approach for analysis of'radiative heat transfer in enclosures 
with anisotropic scattering media. This method is an extension 
of continuous and discrete exchange factor methods (Naraghi 
et al., 1988). It has been shown that the discrete exchange 
factor method is a very efficient method for analysis of ra­
diative transfer in multidimensional enclosures with isotropic 
scattering media (Naraghi and Kassemi, 1989; Naraghi and 
Litkouhi, 1989). In the «-bounce method, the total exchange 
factor is approximated by the summation of direct radiative 
and higher order terms resulting from multiple wall reflection 
and medium scattering. The present approach is applied to a 
number of three-dimensional radiative transfer problems in 
isotropically and anisotropically scattering media. Results cal­
culated based on the present method are compared to the 
existing solutions in the literature. 

Formulation 
Consider the enclosure shown in Fig. 1. The continuous 

differential direct exchange factors dss(rh ry), dsg(rh ry), dgs(rh 
ry), and dgg(rh ry) can be denoted by dzz(?„ rj). When r,- or ry 
are located on the surface of the enclosure, then z represents 
surface; otherwise it represents medium. Similarly, the bidi­
rectional surface reflectivity, p{6, <j>\ 6', <£')> and the medium 
albedo-phase function product, coo*(0> <t>\ 6', </>'), are analo­
gous and can be represented by a single reflectance, r(d, 4>; 6', 
4>'). Based on these definitions, a unified total exchange factor 
can be expressed as: 

5ZZ(r„r/) = *i(r„r/)a(r,) 

+ dzz{th Tk])r(nikl, nklJ)dzz(rk], ry)a(ry) 

+ dzz(Th ikl)r(nikv nk[k2)dzz(rkl, r*2) 

xr(nklk2, nk2J)dzz(rkl, r,-)a(r/) + . . . (1) 

where n,y is the unit vector along the direction of vector r,- -
r, and a{rj) is the absorptance (which is equal to the surface 
absorptivity when ry is located on the surface of the enclosure 
and l - o ) 0 when it is within the medium). The first term in 
Eq. (1) represents the differential fraction of energy emitted 
from a differential element located at r,, which is absorbed by 
a differential medium or surface at ry via direct radiation (no 
reflection and scattering). The other terms have the same phys­
ical interpretation as that of the first term but include inter­
mediate bidirectional reflection and/or anisotropic scattering. 

If the surface is diffuse and the medium is isotropically 
scattering, Eq. (1) reduces to: 
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Fig. 1 Schematic of a three-dimensional rectangular enclosure 

DZZ (r„ ry) = dzz (r;, TJ)a + dzz (r;, rkl)rdzz (rkl, ry)a 
\ 

+ dzz(th rk)rdzz(rkl, rkl)rdzz(rk2, r,-)<?+. . . (2) 
\ \ 

It can be shown via the procedure similar to that given by 
Naraghi et al. (1988) that Eq. (2) can be reduced to an integral 
equation of the form 

DZZ (r„ ry) = ~dz~z (r„ tj)a + \ lz~z (r„ ik)rDZZ (r„ ry) (3) 

It is not possible to reduce Eq. (1), in its general form, to 
an integral equation similar to Eq. (3). Hence, for the case of 
bidirectionally reflecting surfaces and anisotropically scatter­
ing media, an approximate solution can be obtained by trun­
cating higher order terms of Eq. (1). Since the radiation energy 
is attenuated as it travels through the media, the terms with 
the larger number of reflections and/or scattering become very 
small. The present approximate solution is based on the num­
ber of bounces (reflection and/or scattering) of the radiative 
energy. The lowest order approximation, 0-bounce solution, 
corresponds to only the first term in Eq. (1), i.e., 

5zZ(r,,ry) = &i(r,,ry) (4) 

The one-bounce solution consists of the first two terms of Eq. 
(1) (i.e., one reflection or scattering), 
Z)ZZ(r„ rj) = dzz(rh ry)a(ry) 

+ dzz{xh rkl)r(nikv nkJ)dzz(tkl, ry) (5) 
\ 

Similarly, the two-bounce solution is given by 
DZZ(rh ry) = 5ii(r„ ry)«(r;) 

+ dzz(rh rkl)r(niki, nku)dzz(rkl, r,)a(ry) 
\ 

+ dzz(rh tk)r(nik, nkk)dzz(rk, rk2) 
\ % 

xr(nklk2,nk2J)dzz(Tk2,rj) (6) 
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Similar expressions can be written for three, four, . . . , « -
bounce solutions. Note that in order to compensate for the 
neglected higher order terms in Eqs. (4)-(6) and to make the 
total exchange factors satisfy the energy conservation law, the 
absorptance a(rj) is set to unity in the last terms of the right-
hand side of these equations. This means that all radiative 
energy is absorbed after the last bounce. It should be noted 
that the direct exchange factors, depending on whether the 
emitting and receiving elements are surface or medium, are 
given by Naraghi et al. (1988). The n-bounce method yields 
the same results as those of multiple scattering theory as n 
approaches infinity. 

Equations (5) and (6) must be solved numerically for general 
multidimensional cases. In the DEF method (Naraghi et al., 
1988; Naraghi and Kassemi, 1989), it has been shown that the 
Gaussian quadrature method provides the most accurate re­
sults; however, since the nodal points are not evenly spaced, 
it is not a suitable method if finite difference compatible nodes 
are to be employed. Hence, for combined conduction/con­
vection-radiation problems, other numerical integration meth­
ods must be adopted. A complete discussion of different 
discretization methods and treatment of singularities in eval­
uating direct exchange factors between nodes is presented else­
where (Naraghi and Kassemi, 1989; Naraghi and Litkouhi, 
1989). Furthermore, Saltiel and Naraghi (1989) have shown 
that arbitrarily selecting nodes can produce accurate results, 
which can be useful in problems with irregular configurations 
(finite element compatible nodes). Implementing one of the 
aforementioned numerical methods, the discretized forms of 
Eqs. (5) and (6), respectively, become: 

DZiZj = dZiZjaj+ 2 dZiZkirikijWkldzk]Zj (7) 
*i = ' 

and 

factors between two different nodes. Making use of a numerical 
integration scheme, Eqs. (13) and (14) can then be discretized 
as 

*>', = ET S W'jEsjDSjS,- 2 »SjEgJDGjSi (11) 
7'=i y = i 

and 

< = E*,- S WsjEsjDSfi,- J] wgjEgJ'DGfii (12) 
; = I j= i 

where Es. = ejoTj and Eg. = 4K,(\ - o>0)oTj are surface and 
medium nodal emissive powers, respectively. 

Results and Discussion 
Consider the three-dimensional rectangular enclosure shown 

in Fig. 1. Dimensions of this enclosure in x, y, and z directions 
are Lx, Ly, and Lz, respectively. To compare the results of the 
n-bounce solution with those of the P-3 and discrete-ordinates 
method, the n-bounce method is also applied to an idealized 
furnace model given by Mengiic and Viskanta (1985). This 
enclosure has the following specifications: 

--2 m, 4 m 

OJ0 = 1-0, 

Lx = 2m, 

K, = 0.5 m" 1 

and at the surfaces: 

r 1 = r 2 = r 3 = 7 , 4 = 9 0 0 K , 

Ts = 1200 K, 

T6 = 400K, 

This enclosure was analyzed by Mengiic and Viskanta (1985) 
using the P-3 and zonal method and by Fiveland (1988) using 

q'g" = 5 kW/m3 

e1 = e2=e3 = e4 = 0.7 

65 = 0.85 

e6 = 0.7 

DZiZj = dZiZjCij+ 2 dZiZklriklJwk)dzkxZjaj 

N +N N + N 

+ 5 J X dzizkx
rikik2^kxdzkizk2rklk2Jwk2dzk2Zj (8) 

where DZ(Zj and dz(Zj are total and direct exchange factors 
between nodes / and j , and rikj is reflectance (reflectivity or 
scattering) of node k for radiative energy coming from node 
;' and directed toward node j . The reflectance rikJ is equal to 
the bidirectional reflectively if node k is on the surface (rikj = 
pk(n,k, nkj)) or it is equal to the product of the scattering albedo 
and phase function when node k is within the medium (rikj = 
a>o$(n,*, n/y)). The numerical integration weight factor wk is 
either a surface weight factor ws (when node k is a surface 
node) or a medium weight factor wg (when node A: is a medium 
node). Once the total exchange factors are determined using 
any of the n-bounce approximations, the heat flux and emissive 
powers are related via 

q,' (r,) = Es (r,) - \ DSjSfo (tj)ds (r,) 

- [ DGfiiEg(ij)dviTj) (9) 

and 

^"( r , ) = y5,(r,)- ( DSfifis(Yj)ds{.tj) 

I - DGp,Eg{TJ)dv(Tj) (10) 
Jv 

where ES(TJ) = ejaT\tj) and Eg(Tj) = 4K,(l - o0)oT\rj) are 
surface and medium emissive power functions, respectively, 
DSjSi, DGjSh DSjGh and DGjGj are the discrete total exchange 
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the discrete-ordinates method. The resulting surface heat fluxes 
and gas temperatures based on the P-3, zonal, discrete-ordi­
nates (S8), and the one- and two-bounce solutions are presented 
in Fig. 2. These results are based on a 7 x 7 x 10 grid, and due 
to the symmetric configuration, only half of the curves are 
shown in this figure. The wall heat flux predictions for one-
and two-bounce solutions are very close to each other and to 
those of the zonal and discrete-ordinates methods. The results 
of the P-3 approximation, however, appear to be off by 20 
percent. For the gas temperature, the results of the one-bounce 
solution are at most 1.3 percent different from those of the 
two-bounce and zonal solutions. The prediction of the one-
bounce solution close to the hot wall is better than those of 
the P-3 and discrete-ordinates method. Gas temperatures based 
on the two-bounce solution show an excellent agreement with 
the results of the zonal method. Further comparisons between 
the results of the present approach and those of the zonal 
method (Larsen, 1983) when the gas scatters isotropically are 
presented by Huan (1990) and Naraghi and Huan (1990). These 
results indicate that the one-bounce solution provides results 
with excellent accuracy for the wall heat flux, especially for 
those cases where the surface reflectivities are less than 0.5. 
For the gas temperature, however, the one-bounce is a little 
off, and two-bounce solutions may be required for better ac­
curacy. 

To examine the accuracy of the ^-bounce method in solving 
radiative transfer problems with anisotropically scattering me­
dia, a comparison will be made with the results of the discrete-
ordinates method (Fiveland, 1988). 

The phase function $(Q' —• Q), which is the fraction of 
energy scattered into the outgoing direction fl from the in­
coming direction fi', can be represented by a Legendre series: 

N 

*(G) = 2 (2« + 1 W„(cos G). (13) 
n = 0 

Here, 0 is the scattering angle, i.e., the angle between the 
incident and outgoing radiation (see Fig. 1). Introducing the 
general form of phase function (13) into the radiative analysis 
will make the calculation very complex. To simplify the anal­
ysis, the 5-function approximation (Wiscombe, 1977) is rec­
ommended to replace the forward peak scattering, which occurs 
when radiative energy is highly forward scattered from micron-
sized particles like coal, char, and fly ash. Based on the ap­
proximation to the general phase function, Eq. (13) becomes: 

2 A Y - 1 

$(6) = 2/5(1-cos 9)+ (1-/) ^ (2« + 1)A"*P„ cos 9 (14) 
« = 0 

The coefficients of XI in Eq. (14) and X„ in Eq. (13) are 
correlated by: 

f=X2M (15) 

X*„=~j for « = 0, 1, . . . , 2M-1 (16) 

Physically, the 5-function approximation removes the forward 
peak scattering from the phase function and includes this effect 
in the extinction coefficient (Potter, 1970). Therefore the &-
function approximate phase function in Eq. (14) can be ex­
pressed alternatively as: 

2 M - 1 

**(€>) = S (2n+l)X*P„(cose) (17) 

with new extinction coefficient and scattering albedo: 

Kf=Kf\-M) 

co0 

«o(l - / ) 

(18) 

(19) 
l-/wo 

In the n-bounce approximation, Eqs. (17)-(19) are used instead 
of directly using the 5-function approximation of Eq. (14). For 

M = I, Eq. (21) becomes equivalent to the 5-Eddington ap­
proximation: 

**(G)=l+3Xf cosG • (20) 
together with Eqs. (18) and (19). 

The results for the two cases, which were studied by Fiveland 
(1988), are evaluated using the «-bounce approximation. The 
anisotropic parameters are listed as: 

Case 1: / = 0.111, g = 0.215 
Case 2: ' / = 0.781, g = 0.868 

where/and X* = g are defined in Eqs. (15) and (16), re­
spectively. The radiative properties of the medium and surface 
are: u0 = 0.5, K, = 1.0 m - 1 , and e = 0.8. Other enclosure 
specifications are the same as the idealized furnace model con­
sidered in the previous isotropic scattering case. The resulting 
wall heat fluxes given in Fig. 3 are based on the one-bounce 
model and a 7 x 7 x 10 grid. As shown in this figure, the results 
of the one-bounce solution are in excellent agreement with 
those of the discrete-ordinates (S4) method. 

Next, the n-bounce method is used to analyze radiative trans­
fer in a three-dimensional enclosure with a medium composed 
of diffusely reflecting spherical particles (non-5-Eddington 
phase function). The scattering for this case is a backward 
one, and the corresponding phase function is given by Siegel 
and Howell (1981): 

#(Q) = —(s inG-G cos G) 
37T 

(21) 

AH the known values are the same as those in the idealized 
furnace model studied earlier. The results for hot wall heat 
flux, cold wall heat flux, and centerline gas temperatures for 
albedo u0 = 0.25, 0.5, and 0.75 are presented in Table 1. 
Because this case is backward scattering, as albedo a>0 increases, 
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Table 1 Results of centerline wall heat flux and temperature distri­
bution when t = 0.8, K, = 1.0 m"1 , o>0 = 0.5, and the anisotropic phase 
function #(9) = (8/3jrXsin e - e cos 0) 

Hot Surface 
Heat Flux 
(KW/m2) 

Cold Surface 
Heat Flux 
(KW/m2) 

Centerline 
Gas Temperature 

Position 

.05089 

.25847 

.59415 
1.0000 
.05089 
.25847 
.59415 
1.0000 
.05089 
.25847 
.59417 
1.0000 

one-bounce solution 
w0 = 0.25 

48.300 . 
45.114 
41.273 
40.241 

. -23.858 
-23.300 
-22.337 
-22.110 
956.41 
950.79 
960.89 
964.46 

u0 = 0.5 
46,527 
42.603 
37.840 
36.670 
-23.285 
-22.388 
-21.243 
-20.978 
999.83 
986.36 
1000.00 
1004.35 

LOO = 0.75 
44.671 
40.126 
34.537 
33.265 
-22.799 
-21.543 
-20.199 
-19.888 
1128.64 
1095.82 
1120.35 
1126.45 

the hot wall loses less heat while the cold wall gains more heat. 
The medium temperatures always increase as the albedo o)0 

increases. 
It should be noted that the computational time of the n-

bounce method for anisotropically scattering media is much 
larger than that of isotropically scattering. For example, the 
CPU time on an IBM/RT-PC model 130 for a three-dimen­
sional enclosure with an anisotropic medium and 5 x 5 x 7 grid 
was about 40 min. 

Concluding Remarks 
An w-bounce method for analysis of radiative heat transfer 

in enclosures with anisotropically scattering media is devel­
oped. This method is based on the same principles as those of 
exchange factor methods (i.e., zone method and continuous 
and discrete exchange factor methods); hence, it is as versatile 
as these methods, especially in dealing with thermal radiation 
in complex geometries and combined mode heat transfer. 

The n-bounce method provides a number of approximations 
(e.g., zero-, one-, two-, or higher bounce approximations). 
Depending on the problem in hand, each of these methods has 
its own applicability. For example, for an enclosure with black 
walls, a zero-bounce solution provides exact results for wall 
heat flux (only when the gas is isotropically scattering). The 
one-bounce solution can always provide wall heat fluxes ac­
curately, except when the surface reflectivity is large (p > 0.9). 
For medium temperature, although the one-bounce solution 
provides acceptable results, the two-bounce solution provides 
much more accurate results. 
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Condensation Heat Transfer Inside Vertical and Inclined 
Thermosyphons 

J. C. Y. Wang1 and Ylwei Ma2 

Nomenclature 
g = gravitational acceleration 
k = thermal conductivity of condensate 
L = axial length of condenser section 

Mz - axial mass flow rate of condensate 
Ps = vapor pressure 
q = heat flux of condenser 
r = latent heat of condensation 

R = inside radius of thermosyphon 
S = circumferential length 
t = cooling water inlet temperature 

AT = temperature difference between saturated vapor and 
wall 

w = a dummy angle from 0 to 0 for integration 
W = cooling water mass flow rate 
a = local condensation coefficient 

ac = mean condensation coefficient 
a„ = mean condensation coefficient predicted by Nusselt 

/3 = inclination angle of a thermosyphon from the hori­
zontal 

60 = subtended central angle of condensate stream 
ix = absolute viscosity of condensate 
p = density of condensate 
</> = subtended central angle of condensate film 
i/- = liquid filling as the rat io of working fluid volume to 

total volume of a the rmosyphon 

Introduction 
In recent years, heat-pipe heat exchangers have played a 

significant role in waste heat recovery. In some cases, the heat-
pipe heat exchangers are required to be inclined to gravity as 
several experimental investigations have reported (e.g., Groll 
et al., 1980; Hahne and Gross, 1981; Negishi and Sawards, 
1983; Wen and Guo, 1984). Similarly to these cases, Chato 
(1962) studied laminar condensation inside inclined tubes. 
However, no uniform conclusion on optimum inclination angle 
can be made due to the differences among the operating con-
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Table 1 Results of centerline wall heat flux and temperature distri­
bution when t = 0.8, K, = 1.0 m"1 , o>0 = 0.5, and the anisotropic phase 
function #(9) = (8/3jrXsin e - e cos 0) 

Hot Surface 
Heat Flux 
(KW/m2) 

Cold Surface 
Heat Flux 
(KW/m2) 

Centerline 
Gas Temperature 

Position 

.05089 

.25847 

.59415 
1.0000 
.05089 
.25847 
.59415 
1.0000 
.05089 
.25847 
.59417 
1.0000 

one-bounce solution 
w0 = 0.25 

48.300 . 
45.114 
41.273 
40.241 

. -23.858 
-23.300 
-22.337 
-22.110 
956.41 
950.79 
960.89 
964.46 

u0 = 0.5 
46,527 
42.603 
37.840 
36.670 
-23.285 
-22.388 
-21.243 
-20.978 
999.83 
986.36 
1000.00 
1004.35 

LOO = 0.75 
44.671 
40.126 
34.537 
33.265 
-22.799 
-21.543 
-20.199 
-19.888 
1128.64 
1095.82 
1120.35 
1126.45 

the hot wall loses less heat while the cold wall gains more heat. 
The medium temperatures always increase as the albedo o)0 

increases. 
It should be noted that the computational time of the n-

bounce method for anisotropically scattering media is much 
larger than that of isotropically scattering. For example, the 
CPU time on an IBM/RT-PC model 130 for a three-dimen­
sional enclosure with an anisotropic medium and 5 x 5 x 7 grid 
was about 40 min. 

Concluding Remarks 
An w-bounce method for analysis of radiative heat transfer 

in enclosures with anisotropically scattering media is devel­
oped. This method is based on the same principles as those of 
exchange factor methods (i.e., zone method and continuous 
and discrete exchange factor methods); hence, it is as versatile 
as these methods, especially in dealing with thermal radiation 
in complex geometries and combined mode heat transfer. 

The n-bounce method provides a number of approximations 
(e.g., zero-, one-, two-, or higher bounce approximations). 
Depending on the problem in hand, each of these methods has 
its own applicability. For example, for an enclosure with black 
walls, a zero-bounce solution provides exact results for wall 
heat flux (only when the gas is isotropically scattering). The 
one-bounce solution can always provide wall heat fluxes ac­
curately, except when the surface reflectivity is large (p > 0.9). 
For medium temperature, although the one-bounce solution 
provides acceptable results, the two-bounce solution provides 
much more accurate results. 
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Nomenclature 
g = gravitational acceleration 
k = thermal conductivity of condensate 
L = axial length of condenser section 

Mz - axial mass flow rate of condensate 
Ps = vapor pressure 
q = heat flux of condenser 
r = latent heat of condensation 

R = inside radius of thermosyphon 
S = circumferential length 
t = cooling water inlet temperature 

AT = temperature difference between saturated vapor and 
wall 

w = a dummy angle from 0 to 0 for integration 
W = cooling water mass flow rate 
a = local condensation coefficient 

ac = mean condensation coefficient 
a„ = mean condensation coefficient predicted by Nusselt 

/3 = inclination angle of a thermosyphon from the hori­
zontal 

60 = subtended central angle of condensate stream 
ix = absolute viscosity of condensate 
p = density of condensate 
</> = subtended central angle of condensate film 
i/- = liquid filling as the rat io of working fluid volume to 

total volume of a the rmosyphon 

Introduction 
In recent years, heat-pipe heat exchangers have played a 

significant role in waste heat recovery. In some cases, the heat-
pipe heat exchangers are required to be inclined to gravity as 
several experimental investigations have reported (e.g., Groll 
et al., 1980; Hahne and Gross, 1981; Negishi and Sawards, 
1983; Wen and Guo, 1984). Similarly to these cases, Chato 
(1962) studied laminar condensation inside inclined tubes. 
However, no uniform conclusion on optimum inclination angle 
can be made due to the differences among the operating con-
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Table 1 Optimum inclinatior 

REFERENCE 

Optimum angle 

Chato 

10°-20° 

III 

15° 

angle obtained by other authors 

Nugishi 
and 

Sawards 

20°-40° 

Hahne 
and 

Gross 

50° 

Groll et al. 

60°-80° 

(a) Inclined 
thermosyphon 
pipe 

(c) Enlarged 
view > 

"condensate 
stream 

Fig. 1 Physical model 

ditions, as shown in Table 1. Spendel (1981) has theoretically 
studied the condensation heat transfer in vertical thermosy-
phons and found that the average condensation coefficients 
differ from those predicted using Nusselt's theory by only 1-
4 percent. 

In this paper, both theoretical and experimental studies on 
vertical and inclined thermosyphons have been carried out. A 
semi-empirical correlation is presented for the purpose of de­
signing heat pipe heat exchangers. 

Theoretical Analysis 

Condensation heat transfer in two-phase flow inside a ther­
mosyphon is highly complex. As an initial step in gaining a 
basic understanding of this topic, several assumptions were 
made as follows: 

1 The liquid filling of the thermosyphon is small enough 
that the working fluid cannot rush up into the condenser sec­
tion. 

2 The laminar film condensation is considered, as shown in 
Fig. 1. 

3 The condensate in the liquid film does not flow directly 
along the Z direction due to the existence of the friction of 
the vapor flow. Rather, it first flows downward along the 
elliptical wall to the bottom of the ellipse, and subsequently 
returns back to the evaporator section. Furthermore, all other 
flow effects, interfacial interaction, and streamwise changes 
in liquid momentum are neglected. 

4 The wall temperature is constant along the condenser sec­
tion. 

5 The condensate at the bottom of the ellipse is adiabatic. 
6 The vapor density is ignored as comparing to the con­

densate density. 
Similar to Nusselt's approach, the local condensation coef­

ficient can be derived as: 

ApRAT 

3 \ 1/4 
sin <j> 

(cos4|3cos2</> + sin2</>)1/6 f(w, P)dw 

(1) 

From inside 
to outside 

7500 W/(m2 *C) 
10000 » 
12500 
15000 

R = 10 mm 
P = 10° 

AT = 15 *C 

Fig. 2 Local condensation coefficient (for water) 
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w c 
<u 

s 
o 
c 
10 

s 

1.6 

1 .5-
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0 20 40 60 80 
Inc l ina t ion angle,/5 

Fig. 3 Mean condensation coefficient ratio 

/ ( H M 3 ) = 
sin1/3w(cos4j3 cos2w+ sin2vf)' 

(2) 
(cos20 + sin2j3sin2w)3/2 

Equation (1) may be calculated numerically; the results are 
illustrated in Fig. 2. It can be seen from this figure that the 
condensation coefficient decreases due to the increased thick­
ness of the condensate film. 

The mean condensation coefficient along the condenser may 
then be shown as follows: 

1/4 p i (.7r-eo/2 
_2K/PV*1Y 
~LS \4IIRAT) 

f(w, f3)dw d<j>dz (3) 

where S = 2 Jo ds is the circumferential length of the ellipse, 
and/(<£, /3) takes the same form as in Eq. (2). 

Normalizing Eq. (3) with Nusselt's formula of film con­
densation for vertical plates (or cylinders) yields the following 
equation: 

3/4 „L „*•-fl„/2 

= 2S J L, /»7T — 

0 ^0 

/ ( * , W(v», I3)dw]-U4dct>dz 

(4) 
It is found from Eq. (4) that the ratio a c /a„ is related to L, 

R, and 0O. The subtended angle 60 may vary with tube incli­
nation angle (3, condensate rate Mz, tube size R, viscosity /i, 
and density p. Based on these considerations, a correlation of 
60 has been recommended as 

J MZJL N ° ' 5 

where 
tg— = cosj3tg (41 -1250/?) 

\//gsin $ 
(5) 
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Table 2 Parameters used in the experiments 

Vapour pressure 

Heat flux of condenser 

Inclination angle 

Cooling water inlet 
temperature 

Cooling water mass flow rate 

Pa = 0.08 - 1.5 bar 

q =10 000-40 000 W/m2 

P = 15°, 30°, 45°, 60°, 90° 

t = 20 °C - 60°C 

W = 0.005 - 0.03 kg/s 

1 .5 

From the viewpoint of mass conservation, Mz can be calculated 
with the following equation: 

Mz = ~ 
2AT {

L |.n--90/: 

0 "0 
-ndzds (6) 

Consequently, the ratio ac/an can be numerically computed. 
The computed results are shown in Fig. 3. The temperature 
differences of curves 1, 2, and 3 in Fig. 3 are 5°C, 15°C, and 
30°C, respectively. It is clearly indicated that temperature dif­
ference AT has a weak, almost nonexistent effect on the ratio 
ac/a„ since both ac and a„ are proportional to (A7)~1/4. From 
curves 1 and 4, it can be further noted that the inside radius 
R and condenser length L have a strong influence on the ratio 
ac/an. It should also be noted that the range of the optimum 
inclination angle is 20-50 deg from the horizontal. 

Equation (4) may be further approximated as follows: 
cos/3 

(L\ 4 
(0.54+5.86xl0-J/3) (7) 

When the thermosyphon operates vertically, i.e., /3 = 90 deg, 
from Eq. (7) one obtains: 

ac=1.06a„, i.e., ac~oin 

The results closely approximate those derived by Spendel 
(1981). 

Experimental Studies 
The experimental apparatus is quite simple and not shown 

here due to the space limitation. The test thermosyphon is 
made from a commercial steel tube. Its length is 1.8 m, while 
the inner and outer diameters are 20 mm and 25 mm, respec­
tively. The working fluid is water and the liquid filling can be 
changed when necessary. This thermosyphon can be positioned 
with an inclination angle from 0 deg and 90 deg with respect 
to the horizontal. 

The experiments are conducted with three liquid fillings, 
i.e., 10, 23, and 33 percent. The parameters and their ranges 
of working conditions are presented in Table 2. 

From the experimental results, it is found that the ratio ac/ 
an increases with vapor pressure according to the following 
relationship: 

«£ a pO.37 

It is also reaffirmed that the temperature difference AT and 
the heat flux q have little effect on the ratio ac/a„. 

All the relevant experimental data are included in Fig. 4. It 
can be seen that the condensation coefficient increases as liquid 
filling becomes smaller and that the optimum inclination angle 
varies from 20 to 50 deg depending on the liquid filling. 

Comparisons of Theoretical and Experimental Results 
As mentioned above, both theoretical analysis and experi­

mental studies have indicated that heat flux or temperature 
differences have no effects on the ratio a.Ja„ and that the 
optimum inclination angle is about 20-50 deg. However, there 
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Fig. 4 Effects of liquid filling and inclination angle on condensation 
coefficient 
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Fig. 5 Comparisons between Eq. (7) and the experimental data from 
Wen and Guo (1984) 

are some differences between the theoretical and the experi­
mental results. The main reason for this is that Eqs. (4) and 
(7) do not show the effects of vapor pressure and liquid filling 
on the condensation coefficient. It is therefore more desirable 
to modify Eq. (7) with these additional factors. As a result, 
the following semi-empirical correlation is obtained: 

cos/3 

— = P 0 - 3 7 

R 
[0.41-0.72^ 

+ (-62.7iA2+i4.5^ + 7.1)/3/1000] (8) 
The maximum deviation of the test results from Eq. (8) is 

within 15 percent for all three liquid fillings. 
Equation (8) is valid when the liquid filling is larger than 10 

percent and the concerned parameters are within the ranges 
given in Table 2. As the liquid filling drops below 10 percent, 
Eq. (7) becomes available. This is demonstrated in Fig. 5 with 
the experimental results from Wen and Guo (1984). 

Conclusions 
1 The heat flux q or the temperature difference AT has little 

effect on the ratio ac/a„. However, the inclination angle of a 
thermosyphon has a notable influence on the condensation 
coefficient and the optimum inclination angle varies with liquid 
filling from 20 to 50 deg. 

2 When the liquid filling is larger than 10 percent, the liquid 
filling and vapor pressure will affect the condensation heat 
transfer of a thermosyphon. Its condensation coefficient can 
be predicted from Eq. (8). 
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3 When the liquid filling is smaller than 10 percent, the 
influences of vapor pressure and liquid filling on condensation 
coefficient are diminished, and thus Eq. (7) should be applied. 
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